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By using finite Lyapunov exponent distributions, we get insight into both the local and global properties of
a dynamical flow, including its nonhyperbolic behavior. Several distributions of finite Lyapunov exponents
have been computed in two prototypical four-dimensional phase-space Hamiltonian systems. They have been
computed calculating the growth rates of a set of orthogonal axes arbitrarily pointed at given intervals. We
analyze how such distributions serve or not for tracing the orbit nature and local flow properties such as the
unstable dimension variability, as the axes are allowed or not to tend to the largest stretching direction. The
relationship between the largest and closest to zero exponent distribution is analyzed. It shows a linear depen-
dency at short intervals, related to the number of degrees of freedom of the system. Finally, the hyperbolicity
indexes, associated to the shadowing times, are calculated. They provide interesting information at very local
scales, even when there are no Gaussian distributions and the values cannot be regarded as random variables.
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I. INTRODUCTION

Understanding the dynamics of realistic conservative sys-
tems, is a fundamental issue in nonlinear dynamics and sta-
tistical physics, with direct applications in many fields such
as astronomy, plasma physics, and atomic physics [1]. But
the dynamical analysis of Hamiltonian flows with more than
two-dimensional phase spaces, has some important issues to
take into account. The first, not as trivial as one might think,
is the visualization of the orbits and the selection of a proper
surface of section. Another one is the increase of complexity
of the algorithms for searching periodic orbits, which must
deal with additional constraints when the energy is a con-
served quantity. Searching engines based in Newton algo-
rithms must explore the phase space keeping in the same
initial energy subspace.

The search for invariants is one of the most common tools
for understanding the dynamics of nonintegrable systems
(see a classical example in [2]). Usually, the fixed points and
associated periodic orbits, being the basic building blocks of
the dynamics, are located and studied. Later on, the sur-
roundings are analyzed, as the stable orbits are mostly sur-
rounded by quasiperiodic orbits, while unstable periodic or-
bits by chaotic ones. But the complexity of the higher-order
orbits makes this procedure less straightforward. The com-
putation of the invariant tori and invariant manifolds also
gain a high degree of complexity in realistic models.

An alternative approach is to characterize the instability
by using numerical indicators such as the Lyapunov expo-
nents. Due to the sometimes slow convergence of the
asymptotic value, many studies have used faster convergence
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indexes such as the rotation index [3], the smaller alignment
index [4], the mean exponential growth factor of nearby or-
bits [5] or the fast lyapunov indicator [6].

These indicators allow for distinguishing among the or-
dered, chaotic or weak chaotic orbits, and even among the
resonant and nonresonant regions [7]. However, Lyapunov
exponents still remain valid indicators since they are quite
easy to compute numerically, and they do not depend upon
the metric. More importantly, in addition to mapping the glo-
bal degree of instability of a system, they can also reflect the
local properties of the flow when computed during very short
intervals including the sticky behavior of chaotic orbits near
remnants of periodic orbits embedded in the chaotic sea.

Our work focuses on analyzing some prototypical orbits
in a four-dimensional phase-space Hamiltonian flow (two-
degrees-of-freedom flow), by means of finite Lyapunov ex-
ponent distributions. Most studies are devoted to the charac-
terization of a system using only the first (largest) Lyapunov
exponent. But the following finite exponents and their corre-
lations also provide interesting information. We will focus an
their distributions formed when the axes of one ellipse gen-
erated along an orbit are allowed or not to tend to the largest
stretching direction before being repointed after a given in-
terval. We will see how they may reflect the unstable dimen-
sion variability property, which has direct consequences in
the predictability of the orbit. We will compute as well the
hyperbolicity indexes associated to every exponent to ana-
lyze the shadowing times, which define the duration over
which there exists a model trajectory consistent with the real
system.

The rest of the paper is organized as follows. Section II
reviews some basic concepts and definitions for Lyapunov
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exponents. Section III does the same for the finite Lyapunov
exponent distributions. A description of the model we treat in
this paper as well as the numerical method of integration is
contained in Sec. IV. The distributions of the exponents are
found in Sec. V. The relation between the first (largest) and
second finite exponents is treated in Sec. VI. In Sec. VII we
discuss the breakdown of hyperbolicity due to unstable di-
mension variability, the shadowing properties, and the rela-
tionship with the calculated distributions. Finally, Sec. VIII
is devoted to our conclusions.

II. LYAPUNOV EXPONENTS

The ordinary (also named global or infinite) Lyapunov
exponent describes the evolution in time of the distance z(z)
between two nearly initial conditions, separated &z(0) at
t=0, and it is defined in the following manner:

oz(1)
6z(0)

(1)

A=Ilim lim —In
t—o §z(0)—0 [

In Hamiltonian systems, because of their symplectic na-
ture, N\;=—\s_; for i=1,...,4 and only two of the different
values of N\ are independent. The second exponent has a zero
value in the limiting case, as is tangent to the trajectory, and
there is never any divergence for a perturbed trajectory in the
direction of the unperturbed trajectory.

The analysis of the nontrivial exponent values provide
valuable information, such as the presence of new isolating
integrals. If the first is zero, the motion is integrable. If it is
nonzero and positive, there is an exponential separation of
trajectories.

In practice, all numerically computed exponents, or those
from experimental data, are computed over finite-time inter-
vals. Such values are generically named as finite Lyapunov
exponents. Unlike the ordinary Lyapunov exponents, which
take the same values for almost every initial condition in
every region if chaoticity is sufficiently strong (except for a
Lebesgue measure zero set, following Oseledec theorem),
the values of the exponents over finite times are generally
different and may change in sign along one orbit.

Depending on the precise definitions, among others, we
can cite the finite-size Lyapunov exponents [8] or the gener-
alized Lyapunov exponents [9]. For our purposes, we will
focus on the following definition:

Oz(Ar)
52(0)

1
Af)=— lim In
X(A1) At 5(0)—0

(2)

which is derived from the Eq. (1) for finite averaging times.
This is named as effective Lyapunov exponent for large but
finite intervals [10], meanwhile the term local Lyapunov ex-
ponent is preferred when such interval is small enough. The
term transient Lyapunov exponent is found in [11], meaning
intervals not large enough to ensure a satisfactory reduction
of the fluctuations but small enough to reveal slow trends.
Typical options for Az are T, the crossing time of the
Poincaré surface of section, Ty, the dynamical time of the
system, or any other physically meaningful time scale.

One standard technique for exponent computation con-
sists of integrating two nearby trajectories z(7) and z’ () with
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FIG. 1. Poincaré cross sections with the y=0 plane for the stud-
ied Hamiltonian and three values of the € parameter. Initial condi-
tion is x=0.037 44, y=0, x=0.0480. (a) e€=4.5, period-2 orbit
(marked with a cross). (b) e=4.4, between tori orbit (big lobe). (c)
€=4.6, chaotic orbit (full filling the phase space). The cross section
of another ergodic orbit (x=0.03, y=0, x=0.047 96) has been also
plotted in the first and second cases in order to ease the visualiza-
tion of the phase portrait.

initial Euclidean distance dz(0)= & until their separation be-
comes larger at time 7, than rd, being r a given constant
coefficient. The perturbed trajectory z'(T,) is then rescaled at
the original distance &, keeping the direction z' —z constant.

We get different growth rates not only depending on the
initial condition, but also on the initial orientation of the
perturbation [12]. The finite-time Lyapunov exponent refers
to when the direction coincides with the direction which will
have grown the most under the linearized dynamics, the right
singular vector of the Jacobian of the flow. The finite-sample
Lyapunov exponents are defined when the direction points
towards the local orientation of the globally fastest growing
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FIG. 2. Finite Lyapunov exponent distributions for the Eq. (3) Hamiltonian and €=4.5, 2-periodic orbit. (a) Ar=0.01, (b) At=1, (c) At=7,

(d) Ar=10, (e) Ar=100.

direction, and are found to be smaller than the former defi-
nition.

There are several other methods for computing the expo-
nents, each one possessing advantages and disadvantages
(see Ref. [13] for a comparison). We will concentrate on the
well-known method proposed by Ref. [14]. The global expo-
nents are derived from the growth rate of the axes of one
ellipse centered in the initial position. The calculation is
started with an arbitrary set of orthogonal unit vectors. After
a few steps, the initial vectors tend to align with the eigen-
vectors corresponding to the dominant exponents. The Jaco-
bian components will be the new orthogonal axes, defining
the evolved ellipsoid. Their multiplicative growth rates de-
fine the Lyapunov numbers.

As initial arbitrary set, we could use the eigenvectors of
the Jacobian matrix, and compute the exponents from the

associated eigenvalues. These finite-time exponents can trace
the stable and unstable manifolds (the latter with a time
backwards integration) [15,16]. Note that in turn, the angle
of both manifolds provides the nonhyperbolic nature of the
system. But in which concerns this paper, the ellipse axes
will be initialized with no particular direction (i.e., not point-
ing to the Jacobian eigenvectors). We aim to see how even in
this case and with the shortest intervals, the shapes of the
distribution of values along a given orbit, chaotic or not, still
reflect in detail the local flow of the system.

II1. FINITE LYAPUNOV EXPONENT DISTRIBUTIONS

If we make a partition of the whole integration time along
one orbit into a series of time intervals of size At¢, then it is
possible to compute the finite time Lyapunov exponent x(A¢)
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TABLE 1. Numerical indexes associated to the finite Lyapunov exponent distributions corresponding to
Eq. (3), case €=4.5, period-2 orbit, for several At sizes. (o is the standard deviation, k the kurtosis, F, the

probability of positivity, / the hyperbolicity index.)

At Mean Median k F, h
0.01 0.048 0.065 0.27 —-1.45 0.55 1.35
0.1 0.048 0.067 0.29 —-1.45 0.55 1.19
1 0.14 0.070 0.24 -1.46 0.56 4.65
7 0.092 0.12 0.066 0.36 0.86 42.45
10 0.095 0.091 0.072 0.014 0.89 37.22
100 0.12 0.12 0.0084 11.32 1.00 3406.33
0.01 —-0.096 -0.11 0.27 —-1.45 0.39 2.69
0.1 -0.076 -0.095 0.28 —-1.44 0.42 1.87
1 0.082 0.063 0.18 -1.55 0.56 477
7 -0.021 -0.028 0.080 -0.74 0.38 6.66
10 -0.02 -0.031 0.057 0.38 0.22 12.70
100 —-0.0041 -0.0038 0.011 4.77 0.19 68.54

for each interval. When such distribution is normalized, di-
viding it by the total number of intervals, we obtain a density
function P(y) that gives the probability of getting a given
value y between [y, x+dx].

We can get information about the degree of instability of
the orbit by subtracting different spectra [17], by deriving
their power spectrum via the Fourier transform [18], or by
analyzing their shapes and cumulants or ¢ moments of the
distribution.

The distributions of effective Lyapunov exponents can be
studied from the cumulant generating function, defined as the
logarithm of the moment generating function, which is itself
the Fourier transform of the probability density function
[10]. The first four cumulants are the mean, variance, skew-
ness, and kurtosis of the distributions. As they reflect the
deviation from Gaussianity, they reflect the deviation from
the fully chaotic case. The generalized exponents are associ-
ated to the order-g moments of the distributions [9,19].

For some maps, like the Ulam map x+—>4x(1-x), explicit
analytical expressions can be found for such probability ex-
ponents. In such cases, the probability distributions of time-n
exponents strongly deviate from the Gaussian shape, decay-
ing with exponential tails and presenting 2"~! spikes that
narrow and accumulate close to the mean value with increas-
ing n [20]. Such tails and spikes were described for the
Hénon-Heiles system in [21].

Two ways are possible for numerically calculating the dis-
tributions. We can derive the distribution values from an en-
semble of initial conditions located in the same dynamical
domain or from an ensemble of initial conditions resulting
from one single orbit integration. Only when the phase space
is largely stochastic and the regular regions small, the results
from both methods coincide, in agreement with the ergodic
theorem. As we aim to use the distributions for characteriz-
ing different orbital behaviors, we have taken the second
procedure, meaning that once started the integration, after a

At interval, the growth rates are saved and the ellipsoid axes
are reset again to point to arbitrary directions.

IV. DESCRIPTION OF THE MODEL AND INTEGRATOR

We have studied the four-dimensional phase-space Hamil-
tonian, two-degrees-of-freedom, originally studied by Conto-
poulos in Ref. [22], and given by

H=%(pf+p§)+ %(Ax2+By2)— exy’. (3)

This model represents two nonlinearly coupled oscilla-
tors. We have chosen it because in spite of its simplicity, it
provides a rich dynamical behavior.

In addition, it is a physically meaningful flow. The origins
of this model are traced to the galactic dynamics field. It
belongs to the so-called galactic-type potentials [23]. These
systems are reduced potentials on the meridian plane V(r,z)
of an axisymmetric galaxy, where the equilibrium point x
=y=0 represents a stable circular orbit. Their best-known
member is the Hénon-Heiles system. We already studied the
local instability in this system through the finite-time
Lyapunov exponents in [21], and now we extend these pre-
vious results to the Hamiltonian given by Eq. (3).

The Hénon-Heiles system was one of the first examples
used to show how very simple systems possess highly com-
plicated dynamics. It contains two, properly weighted, cou-
pling terms, x?y and y3, leading to a Hamiltonian with a
21r/3 rotation symmetry and three exits in the potential well.
The model given by Eq. (3) can be seen as a simpler version.
This model has only one mixed higher-order term, xyz,
which introduces the essential nonlinearity of the problem,
has y-axis symmetry and only two exits.

The amplitude parameters are A=1.6 and B=0.9. Such
values are chosen to be near the resonance VA/B=4/3 [22].
The sampled initial condition is x=0.03744, y=0, x
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FIG. 3. Finite Lyapunov exponent distributions for the Eq. (3) Hamiltonian and e=4.4, between tori orbit. (a) Ar=0.01, (b) Az=1, (c)

At=7, (d) Ar=10, (e) Ar=100.

=0.0480, associated to the regular motion of Ref. [24]. For
this initial condition, depending on the value of the coupling
parameter e, different orbit types are found. We have selected
three values of €, namely, 4.4, 4.5, and 4.6. The energy value

is set to E=0.007 65, which in the third case is close to the

1AB?
escape energy, given by Eq,pe=75 R

We have used a Runge-Kutta integrator of fourth order
with time step equal to 0.01. A sixth order leads to the same
results. Note that such a standard integrator may be thought
as quantitatively accurate, but not qualitatively, as small er-
rors may not conserve the energy, contrary to a symplectic
scheme. But even when symplectic schemes have generally a
better performance in long-term integrations, standard
Runge-Kutta is simple and fast. The energy value was
checked at each step in order to verify that it keeps constant
throughout the computation, as well as the relevant

Lyapunov exponents pairing consequence of the Hamiltonian
nature. Indeed, selecting a given symplectic scheme is not as
straightforward as one may think. Energy conservation is not
always the invariant that must be preserved (it may be the
angular moment first integral), and integrable Hamiltonians
approximated by symplectic schemes may manifest apparent
chaos [25]. Indeed, the only integrator which preserves all
invariants has been proved to be the true solution itself (see
a review on the subject in [26]).

V. FINITE-EXPONENT-DISTRIBUTION COMPUTATIONS

There are several studies which model universal features
of the Lyapunov spectra based on the properties of an infinite
set of matrices [27]. The effective Lyapunov exponents as
logarithms of products of n matrices behave essentially like
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TABLE II. Numerical indexes associated to the finite Lyapunov exponent distributions corresponding to
Eq. (3), case e=4.4, between tori orbit, for several At sizes. (o is the standard deviation, k the kurtosis, F, the

probability of positivity, / the hyperbolicity index.)

At Mean Median k F, h
0.01 —-0.034 -0.033 0.27 -1.42 0.46 0.92
0.1 -0.039 -0.038 0.29 -1.42 0.46 0.93
1 0.077 -0.022 0.20 -1.11 0.47 3.78
7 0.060 0.070 0.059 0.34 0.85 34.88
10 0.054 0.056 0.052 0.48 0.84 40.03
100 0.083 0.086 0.010 4.51 0.99 1472.67
0.01 -0.013 -0.014 0.27 -1.42 0.48 0.37
0.1 0.012 -0.0094 0.288 -1.42 0.50 0.29
1 0.13 0.14 0.19 -1.53 0.65 7.58
7 0.0091 0.014 0.071 -1.07 0.55 3.66
10 0.0053 0.0049 0.048 -0.91 0.52 4.54
100 0.0023 0.0010 0.0010 4.69 0.50 46.74

averages of n random variables. Over short times, they are
correlated, leading to a linear dependency of the cumulant
generating function with n [10]. Over long times, correla-
tions may be lost. But with intermittency or in area preserv-
ing maps, there are still long-time correlations, different scal-
ing properties, and multifractal structure with the sampling
interval Az. We cite among others some general results in
[28,29] or [30], some numerical findings in [31] or [21], and
specifically, one Hamiltonian map scaling behavior in [32].

We focus here on comparing, for different orbits types,
the distributions generated when the axes of the ellipse cen-
tered in the initial condition are allowed or not to tend to the
largest stretching direction before being repointed after Az
time units. This section describes how these distributions still
provide information about the different dynamics.

A. Periodic orbit, e=4.5

The first orbit is a period-2 orbit with Poincaré crossing
time T~ 7.3, which appears in Fig. 1(a) as a cross sym-
bol. The density functions for the first and the second
Lyapunov exponents are plotted in Fig. 2, and their numeri-
cal characterization is found in Table 1.

The distribution computed with the shortest possible in-
terval Ar=0.01, the integration step, appears in Fig. 2, panel
(a). Its shows the typical shape associated to a periodic orbit.
For an interval 10 times larger, Ar=0.1 (interval still below
Teross)> the figures are nearly identical to the previous ones,
thus they are not drawn. The fact of both being equal is not
evident, as the local ellipsoid axes have now evolved a few
steps, having the possibility of relaxing in the direction that
permits the largest stretching, and pointing to the direction of
fastest separation.

For Ar=1, panel (b), a new peak appears in the distribu-
tion of the largest exponent y;, but the y, distribution re-
mains the same. This means different rates in the evolution

towards the invariant measure. When A7~ T, panel (c),
the y; distributions jump towards the positive values.

This leads to think of T, as a threshold separating dif-
ferent regimes in the distributions, tracing local and nonlocal
behavior. Even when the choice of the Poincaré section is
somehow arbitrary, it is based in the symmetry y=0 of the
potential, thus it makes sense that the crossing time for clos-
ing an orbit (if periodic) will lead to such a threshold.

At larger intervals, Ar=10, panel (d), the oscillations
around zero begin to be lost. Finally, with Ar=100, panel (e),
we are integrating several T cycles, and the distributions
resemble peaks centered around the \;~0.0125 and N\, ~0
asymptotic Lyapunov values.

B. Chaos between two KAM tori, e=4.4

Quasiperiodic orbits are characterized by a linear diver-
gence of neighboring trajectories, all asymptotic exponents
are zero and the motion is confined within a torus. With €
=4.4, the initial condition is interesting, as it does not lead to
a quasiperiodic motion but to a trajectory running on a very
small chaos strip between two invariant tori. The Poincaré
cross section of this orbit appears as an elongated lobe in
Fig. 1(b). The density functions for the first and the second
Lyapunov exponents are plotted in Fig. 3. The numerical
indexes which characterize such distributions are found in
Table II.

The main time scale to take into account seems to be
again the crossing time, T~ 7. There is another physi-
cally meaningful time scale, which is the period to roughly
cover the whole Poincaré cross section, T}, ~ 136.

For the shortest interval sizes, Ar=0.01, panel (a), and
Ar=0.1, not shown, the distributions are similar, roughly
double peaked, reflecting the confined motion. When the in-
terval is increased up to Ar=1, panel (b), there is a change in
shape for x;, with a morphology no longer similar to a peri-
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FIG. 4. Finite Lyapunov exponent distributions for the Eq. (3) Hamiltonian and €=4.6, chaotic orbit. (a) Ar=0.01, (b) Ar=1, (c) At

=7, (d) Ar=10, (e) Ar=100.

odic orbit. However, in the tangent direction, the y, distribu-
tion evolves at a different rate, and is still sign flipping.

Once again, as the time interval is larger than the given
crossing time, for Ar=7, panel (c), the distributions are now
different. When the interval is larger than T, Ar=10,
panel (d), the distributions converge to the final measure,
faster for y;. With Ar=100, panel (e), both distributions re-
semble peaks centered in the asymptotic Lyapunov values
A1 ~0.093 and \,~0.

C. Chaotic orbit, €=4.6

The Poincaré cross section appears in Fig. 1(c). The den-
sity functions for the first and the second Lyapunov expo-
nents are plotted in Fig. 4. The numerical indexes which

characterize such distributions are found in Table III.

For the shortest intervals, Ar=0.01, panel (a), and Ar
=0.1, not shown, both the y; and y, diagrams have widened
and almost completely lost the two-peaks aspect from previ-
ous cases. For Ar=1, panel (b), x; distribution changes in
shape. With Ar=7, panel (c), both distributions are almost
Gaussian. This is clearly observed with Ar=10 and Az=100,
panels (d, e), centering around A;~0.066 and \, values.
Note however, than even when a Gaussian shape has been
achieved quite fast at very short intervals, the peak of x;, is
not still centered in the O value, implying a very low conver-
gence of the averaging process.

This orbit is ergodic in the sense that the orbit is able to
reach with the same probability all of its available phase
space. It is interesting to keep in mind the difference between
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TABLE III. Numerical indexes associated to the finite Lyapunov exponent distributions corresponding to
Eq. (3), case €=4.6, chaotic orbit, for several At sizes. (o is the standard deviation, k the kurtosis, F, the

probability of positivity, / the hyperbolicity index.)

At Mean Median o k F, h
X1
0.01 —-0.032 -0.031 0.29 -1.18 0.46 0.74
0.1 -0.041 -0.037 0.31 -1.14 0.46 0.84
1 0.091 —0.00092 0.22 -0.39 0.49 3.80
7 0.069 0.059 0.082 3.87 0.83 20.39
10 0.069 0.062 0.068 1.27 0.86 30.13
100 0.066 0.065 0.030 -0.19 0.99 142.49
X2
0.01 -0.015 -0.017 0.29 -1.18 0.48 0.35
0.1 0.014 -0.0088 0.31 -1.14 0.50 0.28
1 0.13 0.15 0.19 —-1.41 0.67 7.19
7 0.012 0.016 0.069 0.18 0.57 4.88
10 0.0067 0.0057 0.057 1.04 0.53 4.18
100 0.015 0.013 0.017 1.41 0.80 100.41

stationarity, due to the dynamics at a certain time, and ergod-
icity, time-averaged property of the trajectories. In a noner-
godic orbit, the trajectory does not cover the whole hyper-
surface of constant energy, so two different initial conditions
cover different parts of the energy surface leading to differ-
ent temporal averages even for times tending to infinity. In
such systems there is not a unique equilibrium state, but
different ones depending on the starting point. In an ergodic
system a unique equilibrium state may be reached. Generic
ensembles of initial conditions will evolve towards a given
distribution, time independent or with little variability on
long time scales. In the case of conservative systems, there
are no attractors and chaotic orbits are ergodic. But note that
there may be the so-called sticky transients, where the orbits
wander pseudochaotically with strictly zero Lyapunov expo-
nent during some time around the KAM tori. Many authors
refer then to such orbits as pseudoergodic ones. Such tran-
sients are the reason for the broad peaks found in the distri-
butions.

VI. FINITE LYAPUNOV EXPONENTS RELATIONSHIP

This section deals with the relationship between the larg-
est finite exponent, associated to the transversal direction (if
allowed to evolve), and second exponent, associated to the
tangential one (id), when they are calculated by reinitializing
arbitrarily the axes after an interval Az.

Being large enough, the distribution of values will be
driven uniquely by the transportation along the orbit, with no
use on the linear equations of tangent space. When dealing
with effective exponents (finite but large intervals), and for
hyperbolic systems, there is a simple relationship between
the first and second exponents, driven by the crowding in-
dexes. For nonhyperbolic systems, the relationship may be
more complicated [10]. Usually, there is multifractality, or

strong nontrivial dependence on the order g of the correla-
tions [33]. We focus here on the relationship between expo-
nents when computed for the smallest intervals where all
multipliers (Lyapunov numbers) changing in sign contribute
to the time decay and the correlations die very slow.

When comparing these distributions, it is needed to ana-
lyze if it is preserving the ordering of the exponents accord-
ing to their magnitude. The definition given by Eq. (2) pre-
serves the ordering as the axes evolve and a Gram-Schmidt
orthonormalization takes place along Az. But for the shortest
intervals, there is not enough time for tending to the largest
growth direction, and after resetting the direction of the el-
lipsoid axes, the locally largest exponent may or may not
coincide with the previous annotated direction.

With this aim in mind, we have traced two-dimensional
distribution histograms, of the second exponent against the
first one. They conform the third box of every row in Figs.
2-4.

In the period-2, €=4.5 case, and for the smallest intervals
At=0.01 and A¢=0.1, there is a linear relationship. When the
local flow is expanding in one direction, it is contracting in
the other one. Note a low probability region when both di-
rections are contracting at time. For Ar=1, the correlation is
no longer linear in the y; contracting range. This is derived
from a faster convergence rate towards the transversal direc-
tion. For the second exponent the distribution is still like a
periodic one. When At increases, there is a clustering of the
values towards the asymptotic values.

In the e=4.4 case, the results are similar for Ar=0.01
(panel a), and Ar=0.1 (not shown), being the density plots
also linear and below the origin. When the interval is larger,
Ar=1, panel (b), we see a multivalued curve when there is
expansion in the tangent direction. For Az~ T, panel (c),
the curve is now somehow more fuzzy. Now, the probability
of finding both exponents expanding in time has increased.
For Ar=10, panel (d) the points already cluster towards the
asymptotic values.
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FIG. 5. Finite Lyapunov exponent distributions for the Hénon-Heiles Hamiltonian. (a) An unstable periodic orbit and Ar=0.01, (b) a

period-5 orbit and Ar=0.01, (c) a period-5 orbit and Ar=1

In the chaotic case, e=4.6, the relationship for the smaller
intervals is also linear, and when expanding, the transversal
direction contracts, and vice versa. When the finite time is
increased up Az~ 1, the relationship curve in the expanding
tangent direction part is more complicated. For Ar=7 and
At=10 there is no correlation. For Ar=100, the curves con-
verge to a set of points centered in the final values.

So the relationship is linear, independently of the nature
of the orbit (periodic, confined between tori or chaotic) at the
very local time scales, where no evolution towards any di-
rection is allowed. This may be a direct consequence of the
arbitrary starting direction for one axis and the orthogonality
of the second. But this is the same for Ar=0.1, where many
averaging steps have been performed and the vectors tend to
seek the most rapidly growing directions. At these small in-
tervals and after resetting the initial directions, the distribu-
tions still reflect the local nature of the flow, even when the
finite values ordering could have been interleaved along the
orbit. The comparison of the first and second distributions
reflects that they essentially offer the same information.

In order to see if this holds for other systems, we have
plotted in Figs. 5 and 6 the distributions and relationship
diagrams for some prototypical orbits of the Hénon-Heiles
system. The associated numerical indexes are found in Table

, (d) a period-5 orbit and Ar=10.

IV. In Fig. 5, panel (a), we see the plots at a very local scale
At=0.01 for another (unstable) periodic orbit with no oscil-
lation around zero. The relationship diagram is also linear
even when y; is always expanding and y, is always contract-
ing. For a period-5 orbit, Fig. 5, panels (b), (c), and (d), a
similar behavior is seen. Finally, in Fig. 6, we see the plots
corresponding to a near (heteroclinic) cycle orbit. In this
case, the complexity of the diagrams is similar to the ergodic
case of the Eq. (3) model.

We conclude that the linear dependency at short intervals
is related to the number of degrees of freedom of the system
and the associated constraints in the Lyapunov values. In-
deed, in Hamiltonian systems with more degrees of freedom
this linear relationship is no longer present even for the
smallest intervals.

VII. NONHYPERBOLICITY, SHADOWING, AND
PREDICTABILITY

In hyperbolic systems, the angle between the stable and
unstable manifolds is away from zero and the phase space is
locally spanned by a fixed number of distinct stable and un-
stable directions [34,35]. Nonhyperbolic behavior can arise
from tangencies (homoclinic tangencies) between stable and
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FIG. 6. Finite time Lyapunov exponent distributions for the Hénon-Heiles Hamiltonian. All panels are for the cycle orbit. (a) Ar=0.01,

(b) At=1, (c) At=10.

unstable manifolds, from unstable dimension variability or
from both. In the case of tangencies, there is a higher, but
still moderate obstacle to shadowing. In the so-called
pseudodeterministic systems, the shadowing is only valid
during trajectories of reasonable length due to the unstable
dimension variability (UDV).

The UDV is a property of the infinite number of UPO
embedded in a chaotic invariant set, having a variation with
position of the dimension of the invariant set subspaces
(number of eigendirections). It was first reported in the
kicked double rotor [36], where the invariant set of interest is
a chaotic attractor. But UDV can also appear in nonattracting
chaotic sets, which is our case. Several mechanisms lead to
UDYV, as bubbling transition in coupled oscillators, decoher-
ence transitions in weakly coupled or nonidentical systems,
hyperchaos or extrinsic noise, with associated intermittency
[37-40]. Hyperchaos is a common source for UDV but is not
possible in four-dimensional phase-space Hamiltonians.

In the selected model, both hyperbolic and nonhyperbolic
behavior can be found. In the first case, all periodic orbits are
unstable (only UPOs are found and chaotic saddles are the
only invariant sets), without KAM tori. In the second, there
are both UPO and KAM tori, KAM sticky orbits and chaotic
sets. The UDV is reflected and quantified by the fluctuations
around zero of the finite-time exponent closest to zero
[41,42]. Fluctuations around zero of the maximum transient
exponent were described for attractors of quasiperiodically
forced systems in [43]. We must emphasize that there are
situations where the positive tails appear not due to UDV but
rather by other mechanisms, such as the quasitangencies be-
tween the stable and unstable manifolds near a homoclinic
crisis point, for example. Such oscillations were detected by

both the largest and closest to zero exponents in analyzed
Hamiltonians. This occurs both for Ar=0.01 and Ar=0.1.
Thus tending or not to the ellipse axes towards the largest
stretching direction, the length scale for reflecting UDV
seems to have the same threshold 7, for both exponents,
which are correlated and offer the same information. When
increased the interval size, the distributions obtained from
the closest to zero exponent have still F,~0.5. This is no
longer true for y; distributions, which compress and finally
lose the contracting side faster than y,.

A key issue when there are strong obstacles to shadowing
is the calculation of the shadowing time as a valid limit for
the predictability of the system. This is especially relevant in
high-dimensional systems, where it is hard to develop a good
understanding of model accuracy or error growth. When the
shadowing times are very short, averaged quantities as
Lyapunov exponents may be handled with care, as the tra-
jectories may suffer transient behaviors. This may lead to use
finite exponents and “correct” shadowing times as averaging
times. This is of special interest in Monte Carlo simulations,
based on averaging results from many initial conditions [38].

The probability distributions for the shadowing can be
justified from statistical properties of the finite-time expo-
nents [37]. The shadowing time distributions with UDV
present a scaling law algebraic for small shadowing times,
and exponential for large ones (longer shadowing times are
exponentially improbable). The shadowing distance typically
increases exponentially when change in the unstable dimen-
sion occurs [44]. Then, it decreases exponentially in the hy-
perbolic regions, with a lower bound determined by the com-
puter round-off. These switches occur randomly in time, so
they mimic a (biased) random walk behavior, hence we can
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TABLE IV. Numerical indexes associated to the finite Lyapunov exponent distributions corresponding to
the Hénon-Heiles system, for one period-5 orbit and one unstable periodic orbit, and several At sizes. (o is
the standard deviation, k the kurtosis, F, the probability of positivity, 4 the hyperbolicity index.)

X1
Ar Mean Median o k F, h
UPO
0.01 0.35 0.34 0.11 -1.50 1.00 56.53
Period-5
0.01 0.0014 0.11 0.20 -0.90 0.51 0.0069
1 0.11 0.11 0.21 -1.22 0.62 5.13
10 0.077 0.086 0.047 1.52 0.92 70.93
Cycle
0.01 0.0098 0.051 0.16 -0.70 0.62 0.78
1 0.074 0.098 0.17 -1.17 0.64 5.05
10 0.063 0.072 0.047 -0.31 0.87 56.37
X2
At Mean Median o k F. h
UPO
0.01 -0.32 -0.32 0.11 -1.50 0.00 52.39
Period-5
0.01 0.0010 -0.0097 0.20 -0.90 0.48 0.0050
1 0.0053 0.028 0.22 -0.95 0.53 0.22
10 0.022 0.032 0.066 -0.81 0.61 10.15
Cycle
0.01 -0.0092 -0.049 0.16 -0.70 0.36 0.74
1 0.00086 0.052 0.18 -0.99 0.60 0.054
10 0.0042 0.0053 0.054 -0.62 0.52 2.80

only give confidence to results where the amount of trans-
versely attracting and repelling contributions nearly counter-
balance (mean closest to zero) and expansions and contrac-
tions are well approximated by such a stochastic process.

The shadowing can also be described as a diffusion equa-
tion visualized as the interaction between holes, as escape
routes along a given trajectory [45]. The effective range of
the interactions is associated to the largest Lyapunov expo-
nent. The shadowing is large when the holes are located in an
unstable periodic orbit. The effects of the kicks in the
pseudotrajectories are included as a reflecting barrier. Such
diffusion process has an equilibrium distribution leading to a
shadowing time 7 given by

_ 2|

= (4)

The hyperbolicity exponent /4 depends on m and o, the
mean and the standard deviation of the Lyapunov exponent
closest to zero, and on &, the round-off precision of the com-
puter. The scaling laws for & are derived from the first and
second cumulants [10,46]. The variance is inversely propor-
tional to the interval in ergodic orbits [32], algebraic powers

~ 8"k

are found when intermittency is present [29] or correlations
decaying more slowly than the inverse of the time interval
[47].

One important issue is to perform the 7 computation using
a closest to zero exponent, since this exponent reflects in
principle the varying number of unstable dimensions along
the trajectory. We have calculated & both from the first and
second indexes. The results are summarized in the tables and
plotted in Fig. 7. In general, & grows with the interval length.
For the shortest intervals, there are no Gaussian distributions
and the values can not be regarded as random variables. The
exponents oscillate and & keeps small, as the variance is
small. For the non-UDV orbit of Henon-Heiles system, m is
far from zero and 4 is large. When i computed from y; is
compared with that from y,, the results are different even
when both x; and y, fluctuate and are well correlated. The
biased random walker model might not be fully applicable,
but as the values are accumulated along a given orbit, they
provide useful information in all orbit types, when computed
from the second exponent A(x5).

For the largest intervals, distribution shapes are Gaussian-
like, the correlations die out, and the ergodic theorem might
be applied. The &(y;) value has a wider span of values de-
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pending on the orbit type with the larger intervals, but A(x,)
has not.

VIII. CONCLUSIONS

The results presented here are of a general interest in de-
scribing how the finite Lyapunov exponents and their distri-
butions serve as valid indicators on the nature of a given
orbit even when the initial axes have not been pointed to any
specific direction. The knowledge of these ranges is of inter-
est, because the finite exponents can be used for analyzing
the local flow properties, such as plotting manifolds [48], or
conversely, for tracing global properties, such as resonances,
resonance overlap [6] or Arnold web [49].

We have seen that the information provided by the first
and second exponents, seems to be the same when computed
at very local scales. At larger intervals, but below a given
threshold, when axes have been allowed to point to the larg-

PHYSICAL REVIEW E 78, 066204 (2008)

est stretching direction, both exponents still trace the flow
local properties, they oscillate around zero and may trace the
UDV. At larger time scales, the linear relationship between
both exponents is lost. We get global (averaged) values for
the whole orbit or applicable domain of initial conditions,
reaching the final asymptotic value at different rates. When
both y; and y, are uncorrelated, x;-x, diagrams may serve
for tori identification or resonance mapping [50]. This is a
quite interesting topic to extend the results of our work.

The linear relationship for the smallest intervals is of in-
terest. This seems to be not orbit dependent, but due to the
Hamiltonian system nature itself. For systems with larger
number of degrees of freedom, this linear dependency is no
longer true, even for the smallest intervals. Our work cur-
rently points in this direction, extending presented results to
six-dimensional phase-space systems, where sticky transients
are no longer present, cantori appears, and Arnold diffusion
produce an ultimate merging of all orbits.

We have described how the hyperbolicity index varies
when calculated from the largest and closest to zero expo-
nents. They tend to the same value when the shapes are
Gaussian-like and they are calculated from the closest to zero
exponent. When calculated from the largest exponent, they
depend on the orbit type.

At the shortest intervals, below the given threshold, the
distributions are not Gaussian-like, and the random walker
model is not valid. But both exponents detect UDV, and the
values of & offer different predictability times for every orbit.

Finally, a key point to discuss is the physical meaning of
the involved integration times. We must balance carefully a
physically meaningful time scale with a reliable computation
time, pointed by the shadowing index. For instance, the num-
ber of dynamical times relevant in Hamiltonian systems usu-
ally found in galactic dynamics and plasma physics, are
rather different. If the physical time scales for obtaining the
global properties are too long for being realistic, the charac-
terization derived from selected ensembles will not be able to
be used as a valid skeleton for the observed system behavior.
Conversely, if we want to analyze just the local properties, it
is important to keep in mind the maximum time scale to trace
1t.
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