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Abstract. The predictability of an orbit is a key issue when a physical model
has strong sensitivity to the initial conditions and it is solved numerically. How
close the computed chaotic orbits are to the real orbits can be characterized by
the shadowing properties of the system. The finite-time Lyapunov exponents
distributions allow us to derive the shadowing timescales of a given system.
In this paper we show how to obtain information about the predictability of
the orbits even when using arbitrary initial orientation for the initial deviation
vectors. As a model to test our results, we use a system of two coupled Rössler
oscillators. We analyze the dependence of the shadowing time on the coupling
strength and internal nature of the oscillators. The main focus rests on the
dependence of these results on the length of the finite-time intervals and the
computation of the most appropriate interval for a better forecast. We emphasize
the importance of extracting information from all of the relevant exponents to
obtain an insight into the sources of the nonhyperbolicity of the system.
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1. Introduction

In the last century, the numerical approach to solving physical problems has become more
relevant with the increase of computational facilities. Methods derived from chaos theory and
nonlinear dynamics techniques are quite useful in solving real problems where chaos is present
and strong dependence on initial conditions is a key issue.

Predictability refers to the assessment of the likely errors in a forecast, either qualitatively
or quantitatively. We can take a model, or set of equations describing the system, and integrate it
during a certain time interval. How valid is the resulting forecast? Obviously, two initial points
may diverge, or not, due to the presence of strong sensitivity to the initial conditions. The larger
this sensitivity, the larger the likelihood that a computed orbit will diverge from the real one.
A quantitative measure of this sensitivity is given by the computation of the Lyapunov
exponents. The inverse of a Lyapunov exponent, sometimes called reliability time, provides
a frequently used timescale for characterizing the reliability.

Note that even the best method will diverge from the true orbit beyond certain timescales.
Certainly, this is due to the fact that all of the numerical calculations have inherent inaccuracies.

The shadowing property addresses this by characterizing for how much time a computed
orbit is close to an actual orbit of the system. Numerically computed chaotic orbits may
sometimes be sufficiently close to one true solution, called a shadow, leading to correct
predictions. This can happen for chaotic, yet hyperbolic flows. Nevertheless, sometimes the
shadowing property is only valid during very short times, as in the pseudo deterministic systems,
when unstable dimension variability (UDV) [1] is the cause of the nonhyperbolicity. In these
cases, the point may not be shadowed and the computed orbit may be far from the true one.

The shadowing times are of importance when modeling these systems and are a valid limit
for the predictability of the system. The usage of any of the well known available chaoticity
indicators (see [2] for a review) is sufficient if we are just interested in the chaotic or regular
asymptotic global behavior of the system. But if we are interested in the predictability timescales
of the system, the shadowing properties should be checked. These properties can be obtained
from the statistical properties of the finite-time Lyapunov exponents distributions [3]. But
these distributions strongly depend on the several available Lyapunov exponents, the finite
interval lengths, and possible transient periods of the flow. We will analyze these dependences
because we will use these distributions to derive the predictability of the system, even when the
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finite intervals are much smaller than the intervals needed for reaching the asymptotic global
Lyapunov exponent values.

The main goal of this paper is to analyze the predictability obtained from the distributions
of finite-time Lyapunov exponents calculated using arbitrary initial deviation directions, when
they are strongly dependant on the finite-time interval size [4]. Our motivation is derived from
the fact that techniques based on finite-time Lyapunov exponents can be used in systems where
asymptotic global results are not of interest, are not physically meaningful or even may not
exist. We could be interested in the analysis of transient periods, which just exist for a while
before the system reaches a final stationary state. Or it may happen that because of the physics
of the system the timescales for obtaining the global properties are too long to be realistic,
since the system nature may have evolved for such a period. For instance, similar Hamiltonian
flows are used both in galactic dynamics and plasma physics but their dynamic timescales are
rather different. Finally, we can deal with open systems where the orbits can escape, or chaotic
scattering problems, where transient chaos may exist. Here, the indicators should be applied
only during finite trapping times, before the particle gets out of the trapping area.

We focus our analysis on two coupled Rössler systems, a simple 6D non-conservative
dynamic flow which shows rich nonhyperbolic behavior. We track the complexity structure
during the transitions from the hyperbolic to the nonhyperbolic regimes. We have obtained the
shadowing properties of this system and characterized how good a computed orbit is compared
to the real one. We have seen how this characterization depends on the length of the finite-time
intervals and computed the most appropriate interval for a better forecast. We have also analyzed
how the shadowing times vary as certain parameters and the coupling strengths of the system
are modified.

The paper’s structure is as follows. Section 2 introduces the model. Section 3 reviews
the basic concepts of finite exponent distributions. We use those distributions in section 4 to
obtain the hyperbolicity indicators which characterize the system. In section 5, we focus on
the dependence of the hyperbolicity index on the used finite-time intervals. We provide the
predictability charts of the flow and obtain some insight on the sources of nonhyperbolicity in
section 6. Finally, some concluding remarks are made in section 7.

2. Description of the model

The model consists of two identical, symmetrically diffusively coupled Rössler systems. We
wish to describe its behavior with the help of its global Lyapunov exponents. This system
possesses paradigmatic behavior in relation to the chaos–hyperchaos transition and the UDV
phenomenon, which was presented in [5, 6] in a very similar system. In addition, it is a quite
meaningful physical system, as it may represent the selective diffusion of two species through
a semi-permeable membrane in two continuously stirred tank reactors [7].

The equations of the system are

ẋ1 = −y1 − z1,

ẏ1 = x1 + ay1,

ż1 = b + z1(x1 − c) + d(z2 − z1),

ẋ2 = −y2 − z2,

ẏ2 = x2 + ay2,

ż2 = b + z2(x2 − c) + d(z1 − z2).

(1)
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Figure 1. Evolution of the system of two coupled Rössler oscillators (x1, y1, z1)

and (x2, y2, z2). The leftmost column shows the convergence toward the global
Lyapunov exponent of the four largest finite-time exponents from the total six
available exponents. The remaining two exponents are always negative and do
not provide additional information, so they are not displayed. The two rightmost
columns show the values of (x1, y1) and (x2, y2). The coordinates z1 and z2 are
not shown, for simplicity. The total integration time is 10 000 time units. A dot
is plotted for every 0.1 time units. The coupling strength parameter is fixed as
d = 0.25. Three values of the control parameter a are shown. The upper row
corresponds to a = 0.342, the middle row to a = 0.365 and the bottom row to
a = 0.389. These three cases are indicated in figure 3 as A, B and C.

The first three coordinates (x1, y1, z1) correspond to the first Rössler oscillator. The second
three coordinates (x2, y2, z2) to the other one. The parameter d represents the coupling, which
depends on the distance between the z-coordinates of the oscillators. The parameter a is chosen
as the control parameter. We have fixed parameters b = 2.0 and c = 4.0, in order to compare
our results with those from [5, 6]. We have used a simple fourth-order Runge–Kutta method,
with fixed timestep 0.01 and a fourth-order/fifth-order Runge–Kutta–Fehlberg variable step size
method as integration schemes, both leading to the same numerical results. Figure 1 shows the
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evolution toward the final attractor of the oscillators. Note that only the (x1, y1) and (x2, y2)

coordinates are displayed, the z-component being ignored. The plots are built with a total
integration time of T = 10 000, for three typical values of the control parameter a. The initial
condition is (1, 1, 0, −1, −5, 0), but the final attractor is the same in the neighborhood of this
point. We see in this figure how the behavior for both oscillators is different as the parameter a
changes. Different regimes for three values of a are reflected in the different convergence curves
of the global Lyapunov exponents.

The global (also named ordinary or infinite) Lyapunov exponents describe the evolution in
time of the distance between two nearly initial conditions, by averaging the exponential rate of
divergence of the trajectories. It can be defined as

λ(x, v) = lim
t→∞

1

t
loge ‖Dφ(x, t)v‖, (2)

provided this limit exists [8]. Here φ(x, t) denotes the solution of the flow of equation (1),
such that φ(x0, 0) = x0, and D means the spatial derivative in the direction of an infinitesimal
displacement v.

For N -dimensional flows, it is possible to have N global Lyapunov exponents when a
distortion tensor formed from N perturbation vectors is evolved according to the flow equations.
For a bounded orbit of an autonomous flow there is always an exponent with zero value in
the limiting case (otherwise the system has an equilibrium in its limit set), as is tangent to the
trajectory, and there is never any divergence for a perturbed trajectory in the direction of the
unperturbed trajectory.

When considering a single Rössler system, the first exponent can be just zero or positive,
the second exponent is zero and the third value negative, ensuring the boundness of the solution.
When two oscillators are coupled, a richer set of values is present. The chaotic regime is defined
when only one global Lyapunov exponent λ is positive, and the hyperchaotic regime, when more
than one positive Lyapunov exponent is present.

The behavior of the global exponents and raising of hyperchaotic transition, as parameters
a and d are varied, is shown in figure 2. In panel I, we fix coupling d = 0.25 and vary a. Below
a = 0.358, all of the exponents are either nearly zero or below zero. Above this number, we
have the chaotic regime, where there is at least one exponent larger than zero. From a = 0.368
there are at least two exponents, and the hyperchaotic regime starts. Note also that there is a
window around a = 0.381 where both of the exponents decrease toward zero. In panel II, we
fix a = 0.358 and vary d. For almost every coupling strength d, the system is hyperchaotic.
However, there is a small interval around d ∼ 0.174, where only the first global Lyapunov
exponent remains positive. This shows that the chaos is not always decreasing (or increasing)
with the coupling strength.

These different system regimes are displayed in figure 3, which shows the areas with no
positive exponents (no chaos), just one positive exponent (chaos) and more than one positive
exponent (hyperchaos). The hyperchaos arises in a complex way depending on the parameters
a and d. There is no general trend of the hyperchaos with the coupling, as the chaos sometimes
increases and sometimes decreases with coupling.

3. Distributions of finite-time Lyapunov exponents

The global Lyapunov exponents provide an indication of the globally averaged chaoticity of the
system during an infinite integration time. But while they measure the asymptotic divergence of
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Figure 2. Lyapunov bifurcation diagrams. Only the four largest exponents from
the total six are displayed. The remainder are always negative and are not shown.
Global asymptotic Lyapunov exponent values λ are calculated by computing
χ(1t = 100 000). Panel I shows the variation of λ with oscillator parameter a
and fixed coupling strength d. Hyperchaos is born at around a ∼ 0.367. Panel II
shows the variation of λ with coupling strength d and fixed parameter a. There
is a drop in the hyperchaotic regime at d ∼ 0.174.

infinitesimally neighboring trajectories, it is not always possible or desirable to perform these
very long integrations and the limit value. Indeed, sometimes the asymptotic limit, thus the
exponents themselves, may not exist [8]. In this section, we review the concept of finite-time
Lyapunov exponents, and their dependence on the interval length, initial orientation and total
integration time. We will calculate their distributions along a single orbit and see how they
characterize that orbit.

The standard definition of the Lyapunov exponent, equation (2), uses a very long (infinite)
convergence time. Due to the sometimes slow convergence toward the asymptotic value, many
other numerical indices and fast averaged indicators have been developed. We can cite, among
others, the rotation index [9], the smaller alignment index [10] or its generalization, the
generalized alignment index [11], the mean exponential growth factor of nearby orbits [12],
the fast Lyapunov indicator [13], the relative Lyapunov indicator [14] or the finite-time rotation
number [15].

The standard definition, however, still remains a valid indicator since it is quite easy to
compute numerically. But, in practice, all of the numerically computed exponents are computed
over finite-time intervals. Such values are generically named finite Lyapunov exponents. Unlike
the global Lyapunov exponents, which take the same values for almost every initial condition
in every region if chaoticity is sufficiently strong (except for a Lebesgue measure zero set,
following the Oseledec theorem), the values of the exponents over finite times are generally
different and may change in sign along one orbit.

We note here that there is a variety of notations and definitions regarding the finite-time
Lyapunov exponents. For our purposes, we will focus on the following definition:

χ(x, v, t) =
1

t
loge ‖Dφ(x, t)v‖, (3)
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Figure 3. Hyperchaocity chart. The number of positive global Lyapunov
exponents varies with the Rössler parameter a and the coupling strength
parameter d. Dark regions (black and dark red) mean zero positive exponents
(dark red meaning that the convergence is slower). Mid-bright regions (red and
dark pink) mean only one positive exponent (pink meaning slower convergence).
Brighter regions (clear pink and above) mean two positive exponents. White
means three. Slower convergence means that even with 1t = 100 000 the value
has not reached the zero limiting case within machine precision, but it is already
smaller than 10−4. Points A, B and C are the three plots of figure 1. Slicing
horizontally at d = 0.25 corresponds to figure 2 (top). Slicing vertically at
a = 0.385 corresponds to figure 2 (bottom).

which is derived from equation (2) for finite averaging times. Obviously, λ = χ(1t → ∞),
with implicit dependence on the point x and the deviation vector v. This convergence toward
the global asymptotic value is plotted in the leftmost column of figure 1. Note that only the four
largest exponents of the total six available exponents are shown.

These exponents are generically labeled as finite-time Lyapunov exponents, independently
of the finite interval length used in their computation. Notice that these exponents are sometimes
named effective Lyapunov exponent for large but finite intervals [18], meanwhile the term local
Lyapunov exponent is preferred when such an interval is small enough. The term transient
Lyapunov exponent is found in [19], meaning intervals not large enough to ensure a satisfactory
reduction of the fluctuations but small enough to reveal the slow trends. Finally, the finite size
Lyapunov exponents [16] analyze the growth of the finite perturbations to a given trajectory,
conversely to the analysis of the growth of infinitesimal perturbations performed by the finite-
time exponents. For our purposes, we will use the generic finite-time Lyapunov exponents
naming, independently of the length of the considered interval, and we will follow equation (3)
for the exponent computations.

The finite-time Lyapunov exponents, computed according to equation (3), reflect the
growth rate of the orthogonal semiaxes (equivalent to the initial deviation vectors) of one ellipse
centered at the initial position as the system evolves. On fixing this initial point, there are several
choices available for the initial orientation of the ellipse axes. Due to the dependence on the
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finite integration time interval used in equation (3), every orientation will lead to different
exponents [20]. One option is to have the axes pointing to the local expanding/contracting
directions, given by the eigenvectors, and at local timescales the eigenvalues will provide insight
into the stability of the point. Other options are the axes pointing to the direction which may
have grown the most under the linearized dynamics, or pointing to the globally fastest growing
direction. In what concerns this paper, the initial axes of the ellipse are set coincident with a
random set of orthogonal vectors, as in [4].

We may perform the calculation by integrating two nearby trajectories, making them
evolve under the flow dynamics and computing their distance, after being properly normalized,
following the algorithm described in [21]. In our case, we have evolved the axes using the widely
used variational method. We have solved, at the same time, the dynamic flow and the evolution
of the 6 − D distortion tensor (i.e. fundamental equation). The system of differential equations
is then a 42-dimensional system, with the first six variables being (x1, y1, z1, x2, y2, z2) and
the remaining 36 variables the components of six independent vectors, following each one of
the variational equations. The growth rates of these ellipse axes will depend naturally on the
flow timescales if we do not select any initial privileged direction. By solving the flow and the
variational equations, we obtain the evolution in time of the infinitesimal vectors (variations) in
every direction. An important issue when dealing with the finite integrations is the selection of
the initial set of orthogonal vectors for solving the variational equation.

This algorithm returns the nearly asymptotic global Lyapunov values ordered from the
largest to the smallest when large enough time intervals are used. Conversely, there will be just
a linear relationship among the exponents when using very local timescales. But when using
intermediate interval sizes, the main objective of this work, the returned values characterize a
given orbit through the computation of their distribution functions or densities of probability.

If we make a partition of the whole integration time along one orbit into a series of time
intervals of size 1t then it is possible to compute the finite-time Lyapunov exponent χ(1t)
for every interval and plot its distribution. When normalized, dividing by the total number of
intervals, we obtain a density function P(χ) that gives the probability of obtaining a given value
χ between [χ, χ + dχ ]. We can obtain information about the degree of chaoticity of the orbit
using these distributions, by subtracting the different spectra [22], deriving their power spectrum
via the Fourier transform [23] or by analyzing their shapes and cumulants.

The finite-time Lyapunov exponents are named effective Lyapunov exponents when the
intervals used to compute them are large enough, and the distributions can be analyzed from the
cumulant generating function. This last function is defined as the logarithm of the moment
generating function, which corresponds to the Fourier transform of the probability density
function [18]. The first four cumulants are the mean, variance, skewness and kurtosis of the
distributions, reflecting the deviation from a Gaussian curve. The generalized exponents are
then associated with the order-q moments of the distributions [17, 24].

We mention here a third factor affecting the distributions, in addition to the choice of the
finite interval length and the initial directions of the axes. This is the total integration time
used to compute the distribution [25]. Because the integration time for gathering the finite-
time exponents is also finite, the distributions may just reflect any transient state of the system
during such an integration period, instead of reflecting the global or final stationary state. The
characterization of the orbit may change because of the slow convergence rate toward the
asymptotic global value and the finite-time characterization of the orbit (hyperbolic or not) can
change as the integration time changes [26, 27].
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Figure 4. Density distributions P(χ) for the first three finite-time exponents
corresponding to point B of figure 3, a = 0.365 and d = 0.25. These plots
show how the center and the shape of the distributions depend on the finite
interval length. As the finite interval 1t is increased, the distributions tend to
shrink and center around the global Lyapunov exponent. 1t = 1.0 is the black
dotted line. 1t = 10.0 is the red dashed line. 1t = 50.0 is the green dot-dashed
line. 1t = 100.0 is the blue continuous line. The distributions sample a total
integration time of T = 10 000 for all 1t , with the exception of T = 100 000,
when 1t = 100 is analyzed. Table 1 contains the applicable numerical indices.

This means that in dissipative systems, one should take care of potentially existing transient
periods within the used integration time before the final attractor is reached. Another obvious,
yet important consequence of the selection of the total integration time used for building the
distributions is that it must be long enough to provide enough data points for sampling and
statistical analysis purposes.

We want to see these dependences because we will use the distributions to derive the
predictability. We do not analyze here how χ(1t) tends to the value of λ, and how such an
approximation is improved as the 1t interval is larger. Conversely, we focus here on analysing
the distributions of the finite-time exponents χ(1t) computed with finite-time intervals, looking
for the information those distributions provide on the system predictability.

The distributions corresponding to point B under hyperchaotic regime d = 0.25 and a =

0.365 of figure 3 are plotted in figure 4. This figure shows how the distribution shapes of the first
three exponents depend on the finite interval length 1t . As 1t increases the distributions tend to
shrink, being centered around the global Lyapunov exponent. The distributions sampled a total
integration time of T = 10 000 for all 1t , with the exception of T = 100 000, when 1t = 100 is
analyzed. The first integration time T = 10 000 is enough for proper display of the distributions
and data analysis. Every curve contains a different but sufficient number of data points and the
results are essentially the same as when using longer integration times. The case 1t = 100,
however, requires the long integration T = 100 000, in order to have enough data points and
a reliable distribution. In table 1, we see this trend reflected as the evolution with 1t of the
numerical indices associated with these distributions, the very small values of σ indicating the
trend toward the asymptotic value.

The timescales necessary to orient the initial axes toward the final largest growth directions
can be derived from observation of the evolution of the distributions. Actually, these timescales
are different depending on the orbit nature. For very small timescales, there is a linear
relationship among the exponents [4]. For larger timescales, the distributions can be used to
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Table 1. Numerical indices associated with the finite-time Lyapunov exponent
distributions corresponding to figure 4, for several 1t sizes. The standard
deviation is σ . The probability of positivity F+.

1t Mean σ F+

χ1

1.0 −0.065 0.046 0.079
10.0 0.013 0.051 0.55
50.0 0.010 0.015 0.73

100.0 0.021 0.013 0.93
χ2

1.0 0.10 0.044 0.98
10.0 0.038 0.051 0.74
50.0 0.013 0.019 0.73

100.0 0.0071 0.012 0.71
χ3

1.0 −0.44 0.19 0.028
10.0 −0.043 0.065 0.24
50.0 −0.013 0.017 0.21

100.0 −0.012 0.011 0.11

characterize the hyperbolic nature of the orbit. The tangencies among several directions can be
seen as the linear dependences between the local exponents which are not lost for increasing
timescales. The local eigenvolume evolution with time also gives us information to distinguish
between chaotic and ordered orbits. For instance, the GALI-k index [11] is based on how the
relationships among the different deviation vectors evolve. However, we are focusing on the
predictability forecast derived from the distributions themselves.

4. Hyperbolicity characterization

In this section, we discuss the possible nonhyperbolicity of the flow, because a basic requirement
for shadowing is hyperbolicity. We also review the relationship of nonhyperbolicity and the
finite-time exponent distributions.

A dynamic system is hyperbolic if the phase space can be spanned locally by a fixed
number of independent stable and unstable directions which are consistent under the operation
of the dynamics [3] and the angle between the stable and unstable manifolds is away from
zero [28, 29]. Hyperbolic systems are structurally stable in the sense that the numerical
trajectories stay close to the true ones. This phenomenon is called shadowing.

In case of nonhyperbolicity, an orbit may not be shadowed and the computed orbit behavior
may be completely different from the true one. The nonhyperbolic behavior can arise from the
tangencies between the stable and the unstable manifolds, from the UDV or from both.

When the nonhyperbolicity arises only from the tangencies, the trajectories may be still
shadowed during long times. But in a general system, we could find unstable periodic orbits
(UPO), KAM tori, KAM sticky orbits or chaotic sets. And in our system (dissipative), in
addition to the tangencies, an attractor may pass very close to the periodic orbits with different
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Figure 5. The identification of the exponent closest to zero varies with 1t , as
derived from the mean of the probability density. Left: 1t = 25 and T = 10 000.
When the exponent closest to zero is the first one we compute, it appears as
black. If it is the second, it appears as red. If the third, it appears as pink. And,
finally, for the fourth, it appears as white. Right: 1t = 100 and T = 100 000. In
this case, the exponent closest to zero is only one of the three first exponents. If
it is the first, it appears as black. If it is the second, it appears as red. And, finally,
if it is the third, it appears as white.

number of unstable directions. This property of UPOs embedded in a chaotic invariant set is
called UDV. In these pseudo deterministic systems, where the nonhyperbolicity arises from
UDV, with or without the tangencies, the shadowing may be not good, meaning that the
shadowing is only valid during trajectories of a given length, sometimes very short.

The UDV indicates a variation with position of the dimension of the invariant set subspaces,
and is a major difficulty when modeling high-dimensional dynamic systems because the
subspaces are not invariant along a typical chaotic trajectory. The UDV was first reported in the
kicked double rotor, where the invariant set of interest is a chaotic attractor. Several mechanisms
lead to the UDV, such as bubbling transitions in coupled oscillators, decoherence transitions in
weakly coupled or non-identical systems and hyperchaos or extrinsic noise [30–33].

A sign of nonhyperbolicity and bad shadowing is then the fluctuating behavior around zero
of the finite-time exponent closest to zero [34]. This reflects, in principle, the varying number
of dimensions along the trajectory.

The exponent closest to zero can be derived from the inspection of the mean m of the
distributions. The identification of the exponent closest to zero among all of the available
exponents is helpful in characterizing the hyperbolicity, but varies with 1t (see figure 5). This
is a consequence of the shape dependence of the distributions with the timescales.

For the smaller 1t intervals, these values have not evolved toward the final ordering. With
1t = 1.0, the directions have been already integrated 100 times, but the decorrelation has not
yet taken place. For larger 1t , the distributions start to be Gaussian with a given mean centered
around the global values. At 1t = 100.0, the mean of the distributions clearly tends to the
global asymptotic values. As a consequence, the exponent closest to zero is the one tending
to the neutral flow direction. Finally, when 1t → ∞ the distributions tend to be a Dirac delta
function centered at the global asymptotic Lyapunov exponent value.
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The oscillations of the exponent closest to zero can be detected when the positivity index
F+ (equivalently, the probability of obtaining a positive χ(1t))

F+ =

∫
∞

0
P(χ) dχ (4)

is nearly 0.5.
How far are the positivity indices in the parameter space a − d from the 0.5 value? This

proximity, or distance, is color coded in the leftmost column of figure 8, where darker regions
are those with smaller values, meaning P+ ∼ 0.5. Conversely, the larger the values, the brighter
the region and the farther from 0.5 in the positive or the negative directions. Areas of different
behavior of the flow, such as the upper leftmost corner, with higher coupling strengths and
smaller a control values, are identified even with the shorter intervals. The finest structures
however can only be resolved with the larger intervals. Note that in different regions we have
derived P+ from different closest to zero exponents, as this identification changes along the
parametric phase space, as per figure 5.

We would like to emphasize that the exponents may fluctuate without being a clear cut
of the UDV [35, 36]. There are situations where the positive tails appear not due to the UDV,
but rather by other mechanisms such as the quasi-tangencies between the stable and unstable
manifolds near a homoclinic crisis. Despite the above, the oscillations are still a good indication
of the nonhyperbolic nature.

5. Shadowing

Our major goal is to characterize the predictability of an orbit by comparing the computed
orbit with the real one, which is directly linked to the shadowing phenomenon. The computed
distributions of the finite-time exponents provide detailed information on this. We are also
interested in how this analysis depends on the chosen intervals to calculate these distributions.

The shadowing property characterizes the validity of long computer simulations, and how
they may be globally sensitive to small errors. The shadowing time τ measures how long a
numerical trajectory remains valid by staying close to a true orbit. The shadowing distance is
the local phase-space distance between the two.

When there is an oscillation of an exponent around zero, the shadowing distance typically
mimics random walk behavior, swapping from exponential increases to decreases in the
hyperbolic regions. This distance can also be described as the diffusion equation of a particle,
which may find different escape routes along its trajectory. The larger shadowing times become
improbable due to the diffusion processes.

This diffusion approximation assumes independent and identically distributed mean m and
standard deviation σ . When we use the closest to zero exponent and assume both m and σ to be
very small, the shadowing time τ is given by [3]

τ ∼ δ−h h =
2‖m‖

σ 2
, (5)

where δ is the round-off precision of the computer. The exponent h is called the hyperbolicity
or predictability index. The worst case occurs when h is very small and there is no improvement
in τ even for large values of δ. Conversely, the larger the h index, the better the shadowing.

We have computed equation (5) for several 1t intervals, even though equation (5) is only
valid for ergodic distributions, with a Gaussian-like shape. This can be observed in figure 6.
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Figure 6. Hyperbolicity indices h calculated from the distributions of the closest
to zero exponent, for different 1t intervals. Left: fixed coupling strength d.
Calculations start at a = 0.34, every line increases a by 0.05 units. Continuous
lines are a < 0.365. Dashed lines are those with a > 0.365. The regimes with
low and high hyperbolicity are clearly identified, but only with a large enough
1t ∼ 25 interval. Right: fixed parameter a. Calculations start at d = 0.1, every
line increases d by 0.02 units. Notice the dashed line d = 0.174, that is clearly
separated from the remaining hyperchaotic cases with a large enough 1t ∼ 50
interval.

The leftmost diagram I of figure 6 plots the evolution of h(1t) for a fixed value of d = 0.25
and several a values. When 1t is small, the short finite times prevent the convergence of the
exponents toward a limiting value. For this reason, the h values do not reach a final value
and consequently they do not allow us to distinguish among different regimes. But as one
can observe, for 1t values larger than 25, there are two main groups of curves h(1t). One
upper set corresponds to the values a < 0.365, which corresponds to the non-chaotic regime,
and is plotted as continuous lines. The lower set, in dashed curves, corresponds to a > 0.365,
containing the chaotic and hyperchaotic regimes.

Similarly, the rightmost diagram II of figure 6 depicts the evolution of h with 1t for
fixed a = 0.385 and several d values. For almost every coupling strength d, the system can be
considered hyperchaotic, implying low values of h. However, when d ∼ 0.175, we find only one
positive exponent, implying higher values of h. This can be clearly observed for 1t values larger
than 40. In short, both graphs I and II indicate the dependence of the computed predictability
not only on the combination of parameters a and d, but also on the size of 1t .

6. Predictability charts

Now we intend to establish the most appropriate interval length for the computation of the
hyperbolicity index. The leftmost diagram I of figure 7 plots the evolution of h(a) for different
values of 1t , with a fixed value d = 0.25. It can be clearly observed that the hyperbolicity index
h decreases as a increases. The black continuous curve corresponds to the larger interval size
1t = 100. The red dashed curve is 1t = 50 and the green dotted curve is 1t = 25. The larger
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Figure 7. Hyperbolicity index h calculated from the distributions of the closest
to zero exponent, for different 1t intervals. The black continuous curve is 1t =

100. The red dashed curve is 1t = 50 and the green curve dotted is 1t = 25.
Panel I: variation of h with a. Fixed coupling strength d = 0.25. The general
trend of h decreasing with a is observed for all of the intervals, but the details
are better seen with larger 1t . Panel II: variation of h with d. Fixed oscillator
parameter a = 0.385. The high predictability peak at d ∼ 0.17 is better seen with
the largest 1t .

the time interval 1t , the higher the detail in the observed structures. This is especially relevant
for detecting the lowest predictability valley at around a = 0.36, which is coincident with the
onset of the hyperchaotic regime. The rightmost diagram II of figure 7 plots h(d) with a fixed
value a = 0.385, where we can see a roughly constant low predictability h for any coupling
strength d. Interestingly, even at the smallest sizes of the intervals 1t , the high predictability
peak is clearly detected in this almost hyperchaotic slice. In both figures, however, we can see
that for 1t ∼ 50 or larger, the different regimes can be identified.

We want to extend the above results to the full parametric space a–d , and to see if there
is a general pattern with the interval 1t . So we have plotted in figure 8, the rightmost column,
the h index as derived from the closest to zero exponent in the full parametric space a–d, for
different 1t values.

When using the smaller 1t , which in principle is associated with the less reliable h
predictability values, there are still regions which are identified as having different predictability
behavior. The plots of figure 7 are slices of the whole parametric space numerical explorations
of figure 8, where we have identified different predictability zones even for the smaller intervals
in certain areas of the parametric space. When inspecting the rightmost panels of figure 8, two
main different behavior areas are clearly visible, as the available parametric space is divided into
two behavior regions (left and right) from 1t = 25 onwards. Indeed, some specific regions can
be differentiated as having different behavior even at 1t = 1, although this identification is not
very clear in this extreme case. This is the case of the upper-leftmost corner of the a–d diagram,
corresponding to the higher coupling d and lower a values, identified as a region behaving
differently from the others, with a very short decorrelation time, even with the shortest intervals.
The other regions are however only clearly identified at larger 1t , when the distributions are
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Figure 8. (Left column) Probability of positivity of the closest to zero exponent,
for given oscillator parameter a and coupling strength d. Scaled values give
the distance to P+ = 0.5. Darker areas, values near to 0.0, are those with
smaller values and P+ ∼ 0.5. This means the distributions centered around zero
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Figure 8. (Continued) (stretched or shrunk). Brighter areas with larger values
are farther from 0.5 in the positive or the negative direction. (Right column)
Predictability chart, or h index derived from the closest to zero exponent, for
given a and d. Darker values reflect h lower and mean poor predictability. From
top to bottom, 1t = 1 and T = 10 000, 1t = 25 and T = 10 000, 1t = 50 and
T = 100 000 and 1t = 100 and T = 100 000.

nearly Gaussian, and both m and σ are small enough. This means that the decorrelation time
for reaching a Gaussian-like shape and reliable h indices varies with the a–d values. Some of
the regions are easily identified as having different predictability behavior for shorter 1t values
from other regions, where larger 1t are needed.

We have focused on finding the interval sizes for detecting the nonhyperbolic cases of worst
predictability. But we can get some additional insight into the sources of the nonhyperbolicity by
comparing the predictability h charts with the positivity charts and the hyperchaoticity charts.

The nonhyperbolicity can arise from the tangencies between the stable and the unstable
manifolds, from the UDV or from both. When the UDV is present, the shadowing times can be
very short with oscillations around zero of the closest to zero exponent present. We compare in
figure 8 the predictability h charts with the positivity charts, as the latter reflect the around-zero
oscillations of the closest to zero exponent. This comparison may provide a clue to the role
of the UDV in the loss of predictability. As the starting point, our system is very close to the
one shown in [5, 6], where the UDV was reported to be present. So the UDV is probably the
source for the nonhyperbolicity, at least in the cases of worst predictability (smaller shadowing
times). In figure 8, we see that there is good agreement among the darkest areas of both figures,
mainly the central part, where both P+ ∼ 0.5 and h are low. Now, we should be aware that at
the largest intervals, the P+ is not properly detected, as the distributions are tending toward
the asymptotic global value. Again, 1t ∼ 25 seems to be an adequate range for comparison.
Some of the regions of different behavior, such as the one conforming to the right part of the
parametric space, are nevertheless detected with almost every 1t interval. In this region, we
obtain low predictability h, but there are no large oscillations around zero, as reflected in how
P+ deviates from 0.5.

Hyperchaos is a common source for the UDV. When comparing the worst predictability
areas, or darker areas in the rightmost column of figure 8, with the high chaotic areas of figure 3,
we see the darker zones roughly match with the hyperchaos areas of figure 3. However, the
match is not perfect, and here we may conjecture that the UDV is not fully sourced to the
hyperchaos here. Conversely, no area of high chaoticity matches with a high predictability area.
When comparing the high predictability areas, or brighter areas in the rightmost column of
figure 8, with the less chaotic areas of figure 3 (those with none or just one single positive
exponent) we note that they are similar, but not identical. This means that not all of the
well-behaved areas have the same order of predictability. As discussed previously, these
comparisons are best when using the largest 1t . But even at 1t ∼ 25 or even less, the chart
can be of interest.
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7. Conclusions

We have computed the hyperbolicity index of a system formed by two coupled Rössler
oscillators, by using finite-time Lyapunov exponent distributions. We wish to stress the
importance of computing the predictability of a system besides its possible chaotic behavior.
A system can be chaotic, yet predictable (i.e. have long shadowing times). Conversely, a
chaotic system can have poor predictability, understood as having low shadowing times. This
predictability is linked to the structural sensitivity of the system and the validity of potential
long computer simulations. Most chaoticity indicators are global or averaged. Independently
of their convergence efficiency, they average along a given integration time, which might be
larger or shorter depending on the convergence rate. When the shadowing times are short, these
averaged quantities should be handled with care, and the shadowing times themselves may be
used as limits for the averaging times.

The predictability is derived from the finite-time Lyapunov exponent distributions. As a
consequence, we have noticed the importance of the choice of the finite interval 1t , because the
distribution shapes depend on 1t , provided an adequate total sampling time. The analysis of the
appropriate 1t allows us to choose the most suitable integration scheme, taking into account
errors in the initial condition or machine truncation errors. The timescales derived from the
value of the hyperbolicity index h are of help to make such a choice.

When the finite-time Lyapunov exponents are computed with an initial random orientation
of the ellipse axes, we obtain different hyperbolicity indices depending on the finite interval
length, since their distributions depend on the correlation times. In [4], we show how h varies
with the different orbit types when computed with finite-time Lyapunov exponent distributions
using very short intervals, where the typical timescale is of the order of the Poincaré crossing
time. Here, we have derived h from the time intervals providing a Gaussian like density
distribution, thus a reliable h computation.

In addition to the known fact that the more you integrate the better you can estimate
the asymptotic Lyapunov exponent, we have also seen that using finite-time distributions and
very short time intervals is sufficient for distinguishing the regions of different predictability
behavior. This can be explained because the shapes reflect in detail the local flow of the system
at these very short time intervals. We note here that the effective Lyapunov exponents can trace
the stable and the unstable manifolds (the latter with a time backwards integration) [26, 37, 38].
In turn, the angle between both of the manifolds also gives information about the nonhyperbolic
nature of the system, which is the main subject of this paper.

Our results are obtained for a 6D system, and stress the importance of calculating all of
the exponents. The nonhyperbolic nature of the flow is related to the existence of tangencies
between the stable and the unstable manifolds, from the UDV or from both. And we have seen
that hyperchaos is a common source of UDV. When the manifolds are multidimensional, the
analysis of all of the exponents is needed. The same can be said for detecting the hyperchaos
strength. In addition to that, once all of the exponents are computed, we get an indication of
two different timescales in the dynamics when the first positive exponent is much larger than
the second positive exponent.

The presence of the oscillations of the closest to zero exponent is an indicator of
nonhyperbolicity. This implies the necessity of the calculation of several available exponents, as
the identification of the closest one depends on the selected interval, in addition to the position
in the parametric space. We have noticed that for the larger intervals the exponents tend to the
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global values, the closest to the zero points to the neutral direction and the oscillations may be
then difficult of being clearly identified.

In general, the coupling between the two oscillators simply leads to their synchronization.
However, there are cases where the coupling can lead to the inhibition of synchronization,
anomalous phase synchronization or even amplitude death [39]. The study on how the
synchronization of the two oscillators changes with the combination of a and d, and the
relationship with their chaoticity is an interesting topic to extend the results of our work.

Our methods derive from calculating the distributions during certain integration times T of
the finite exponents. This method does not use global averaged quantities during long intervals,
unless strictly needed. So it can be used for open systems where transient chaos is found, taking
care that the total integration time required for extracting information of the distribution is
smaller than the trapping time. Here we note that the hyperbolic regime in the open systems
shows an exponential decay law, meanwhile in the nonhyperbolic one, because of the KAM
tori, there is an algebraic decay because of stickiness [40].

Finally, the identification of areas with low predictability is of interest when applying
controlling chaos methods. Many control methods are based on the identification of UPOs and
how the orbit is pushed first toward the stable manifolds, then toward the unstable, manifolds
the based on the Ott–Grebogi–Yorke method (OGY), first described in [41]. By applying
carefully chosen control impulses, it should be possible to carry the actual orbit toward the
stable manifold. However, in the regions with tangencies, such an approach could be taken with
care. Methods based on synchronization could also be affected by the different hyperbolicity
indices due to the dependence on the coupling strength of the oscillators.
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