communications. Some key achievements rely on the equiv-
alent trellis encoder view of a family of CCM systems [13],
[20], [21]. The related trellis @ding and decoding steps give
the possibility to design parallel concatenated CCM (PCCCM)
systems exhibiting coding gains comparable to those achieved
with standard binary parallel ogatenated systems [14]. This
has led very recently to the grosal of serially concatenated
systems with promising performances [16]. Using concate-
nated coding and iterative decoding opens the road to practical
applications, by taking advantage of one of the main strategies
preferred nowadays to improvession is progressively effec-
tuated through the dispersive component (transition from a Ri-
cian to a Rayleigtflat fading channel [25]), PCCCM can pro-
vide better bit error rate (BER). It is worth noting that one of the
HE possibility of using chaotic signals to carry informagrawbacks of the CCM systems is thefitifilty to manage spec-
tion wasfirst introduced in the early 1990s [1]. At the betra] efficiency, since they basically work at an individual rate of
ginning, this became a hot topi nonlinear science and en-1 symbol per input bit. We show here that puncturing can help
gineering because chaotic signals were considered to provientroduce a higher spectralfigiency while still providing a
good poperties for a number of important applications. Fo§ood balance between degradation and coding gain.
example, the uncorrelation and unpredictability properties of According to all this, in Section II, we brily review the main
chaotic sequences seemed to be appropriate for secure comgagects of the chaos-based system setup. In Section Il we pro-
nicafons or multiple access systentisus promoting a great dealvide analytic insight on the behavior of such systems, their po-

of research [2]. However, this interest decayed because manyd¥tial advantages and trade-offs, by characterizing dtvor
the systems proposed were notcamnpetitive & expected [3].

As a cantrast with this situation, we have witnessed during the
past decade the publication of seiproposals competitive to the
state-of-the-art standard sgets. Some works, for example, as-
cettain the possibilities of chaoin secure communications [4],
[5]. Chaos-based systems working at the waveform level have
already shown to be of potential use in multipath fading chan-
nes [6]-[9], while chaos-based systems working at the coding
level [10]-[12] behave well in mtiuser channels. Other publi-
cations have stressed the fact that chaos-based coded modulated
(CCM) systems working at a joint waveform and coding level
can be specially éitient under additive white Gaussian noise
(AWGN) [13]-[17]. These CCM systems have as well proved
to be of potential interest in some classes of dispersive channels,
as undeflSpain (e-mail: francisco.escribano@ieee.org).
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Fig. 9. Concatenated em@op structure example.

To derive ar_1 estimation for the blt_error probabllif}/ n th? Fig. 10. Trellis of a Bernoulli shift map based CCM with= 3. Solid: tran-
error [3oor region, we have to take into account the dominasiion triggered by a 0. Dotted: transition triggered by a 1. Strong boldline: path
error events = b ¢ b’ when Eh/No — 0. It was demon- through the trellis followed by a typical error event. Weak boldline: punctured

: : out symbol and transition.
strated in [18] that the error events in the uncorrelatedfast

fading channel with CSI for any individual CCM are the same

as inthe AWGN channel. The only change lies in the calculatidiiror Property (U_EP) [3.0]’ for k#ﬂsame_error loop concatenation
of the bound itself since the PEP of the sequencasdx’ (cor- © all the calculations with every possible sequerdeve to be

responding td andb’, respectively) is different for both kind made. As a result, thenal value of the bound depends on the

of channels. Note that, in any case, the bound obtained un é(?vious value ofr, (among2 possibilities) when the error

uncorrelatediat fast fading should converge to the bound i op St?‘”s' a_nd alsq on all the poss@}aﬁffert_an_t bit informa-
AWGN whenK — oc. tion trajectories during the extent of the individual error loop.

Moreover, [14] shows that, in the case of using parallel 00|'1:-0r each individual error loop with lengihy;, this amounts to

. . : ing2Li . 2@ i
catenated CCM with feedbackheg dominant error events mpelrf(_)rmlmgz h 2 CalCUIa:]'OnS_' bound b .
the errorRoor region for S-random interleavers consist in the Lis clear that a comprehensive bound may be quite unprac-

concatenation of 2 individudinary weight 2 error loops for Ecalhto calch;’ICate. W? will re_sr(])rthhere_ tc_) approxmayngéhe bgund
each CCM block. The structure dlfie binary error loops is y the spedkc error loop with the minimum associated product

100 ---001, and has a minimal length,,;,, depending on the distance, calculated as
kind of CCM and on the quantization fact@ set. In general, 2 o2
H e : : B {]’prod - H |‘TL $i| (9)

Ly.in = Q + p, wherep is a positive integer iq0, 1,2} de-
pending on the CCM structure. Said error loop concatenation
happens when thé factor of the interleaver is high enoughThis product distance is taken along the 4 possible loops of the
(8 > 3 x L) to avoid the concatenation of just one errogorresponding error events. We take the product distance as a
loop per CCM, which would offer very poor distance propernore signbcant quantity in the fading channel, as seen in (7),
ties. where the PEP tends to be inversely proportionaki;q)d as

Given all this, it has been found that, in the case of usingy/No — oo. It will be shown that this is enough to charac-
PCCCM in the uncorrelated fagtt fading channel, the sameterize the erroRRoor region of a given PCCCM through:

Ly.Ly,L3, Ly

properties hold, and so a bound can be developed taking into Wanin - Migop ,

account the concatenation of imidual binary weight 2 error Prpypor TPG(X = X)L pxfming a2}

events and their correspondi®EP. Fig. 9 depicts this situa- (10)
tion, so that 2 error loops ih for CCM 1 are interleaved to 2

error loops inc for CCM 2. Error loop lengthg;,i = 1,2,3,4 Though the examination of the error loops and their role in

account for the fact that they may not always have minimal corresponding bound have been originally developed for the
lengths. They could exhibit lengtds = m; - L,,.:, m; being rateR = 1/2 bits/symbol PCCCM, all this is valid for the punc-
a positive integer grater than 0. Nonetheless, their appearantéred PCCCM £ = 1 bits/symbol). The main change to be
will be less likely as the cases willhy = L,,.;,,,7 = 1,2,3,4 as taken into account is the needdbaracterize the new loops hap-

Ey /Ny — 0. pening in the punctured CCM. Once this is made, all the rest is
Therefore, a bound for the bitrar probability can be written straightforward. As could bexpected, the error loops for the
as punctured CCM run through the unpunctured trellis durlng
Wi - Mioo steps (see Fig. 10), but contrileuwith distances similar to the
Pogoor = N paverage(xvxqe){Pg(x — x'|x)}, ones corresponding to an unpunctured loop of lendthi.e.,

8) roughly L /2.
where the average is calculdtaumerically for all pairsc,x’ B Pinch-Off Point Location Through Density Evolution
related through the mentioned kind of error eventandw,,;y, By performing iterative decoding, the convergence of the
is the binary weight of the eors, i.e., 4 in this casé\/,,., is BER of a concatenated coded system to the eRamr falls
the number of loops of the kind described allowed by the permdewn abruptly around a givef, /Ny threshold. This value
tation structure of the interleavehosen. It is self-evident that marks the so-called waterfall or pinch-off region [31]. Its
x, x’ are only evaluated for their differing values, i.e., for the fbcation gives an approximatealie for the minimum useful
error loops of lengthd,;,+ = 1,2, 3, 4. Note that as the CCM E;/N,. As a consequence, having a tool to calculate and char-
blocks are nonlinear and they do not comply with the uniforracterize the pinch-off point is a key fact. Finding the threshold
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TABLE IlI
PINCH-OFF E, /Ng THRESHOLD (DB) AS IN TABLE |, CALCULATED THROUGH
BER SMULATIONS WITH BLOCK SizE N = 5500

TABLE IV
PINCH-OFF E / Ny THRESHOLD (DB) AS IN TABLE I, CALCULATED THROUGH
BER SMULATIONS WITH BLOCK SIZE N = 5500

Fig. 13. EXIT chartws actual mutual information average trajectory for sev-
eral PCCCM cases and environments. In all the cases, we use phase mapping,
no puncturing, the quantization factord = 5, and the interleaver chosen

for the mutual information evolution simulations is an S-random interleaver
with N = 3500 ansS = 19. (@) ImTM, AWGN, —0.1 dB, (b) ImTM, fad.,

K = 0,(E,)/(Ny) = 0.7 dB, (c) mTM, AWGN, 0.1 dB, (d) mTM, fad.,

K =0,(E)/(No) = 0.8 dB.

TABLE |
PINCH-OFF E}, /Ny THRESHOLD (DB) IN THE AWGN CHANNEL,
UNPUNCTUREDPCCCM WITH PHASE MAPPING, AND QUANTIZATION FACTOR

Q=5

TABLE Il

PINCH-OFF Ej, /o THRESHOLD (DB) IN THE FLAT FADING CHANNEL WITH Fig. 14. BER simulations corresponding to the cases depicted in Fig. 13. (a)

K = 0, UNPUNCTUREDPCCCM WTH PHASE MAPPING, AND QUANTIZATION IMTM, AWGN. (b) ImTM, fading,i’ = 0. (c) mTM, AWGN. (d) mTM, fading
FACTORQ = 5 K =0 ' ' ' ' ' ' ' '

C. Accuracy of Density Evolution Analysis

In Tables | and I, we provide a set &, /N, values for the
approximated location of the pinch-off point for different sce-
narios and different CCM combinations. To test the accuracy of
the data, we have performed simulations with the systems ex-

comparing these values to the ones provided by BER simutmplibed before, setting pairs of CCMs joined bywa= 5500
tions (see Table 1V), although the Gaussian hypothesis for tBerandom interleaver witl§ = 19. The BER results in Fig. 14
LLRs is not so well met now, we see that tiig /N, differ- correspond to the cases whose EXIT charts are shown in Fig. 13.
ences are still limited to 0.1 dB. The exceptions to this are agdy analyzing these BER reks, we have collected thE, /N,
cases where the mTM CCM is perd. Note that, for growing values where the waterfall region starts, which constitute the
K, we getcloser and closer to a pure AWGN channel, and thepractical pinch-off thresholds.
fore, for the Riciamat fading channel witlh < K < oo, the In Table Il we can see the experimental values for the combi-
EXIT charts are expected to be as useful and as accurate as thafions of Table I. As stated, note how the absolute differences
AWGN only, or AWGN plusK = 0 Rat fading counterparts. are within 0.1 dB in most cases. The small discrepancies are
All of this makes it evidenthat the EXIT charts are still a mainly due to thebnite size interleaver, which cannot prevent
good tool to gef, /N, thresholds and get valuable informatiorthe building up of the data coraion as iterations proceed. This
for this whole kind of chaos-based systems. In the following, wis the reason for the progressive diminishing of the mutual infor-
are going to provide and analyze simulation results that validateation growth towards 1 as shown in the average mutual infor-
our approach. mation trajectory in Fig. 13. The bigger differences involve the
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sparser distance spectra, provide a natural way to take advantage?] H. Yang and G.-P. Jiang, “Refence-modulated DCSK: A novel

of the principle of reducing error aitiplicities rather than just
focusing on providing higher minimum distance values.

We have as well extended the EXIT chart and bounding tools
already used successfully inguious parallel concatenated
chaos-based systems to the newntexts intoduced here and

we have illustrated their usefulness. This casts a solid ground

chaotic communication schemdEEE Trans. Circuits Syst. Il, Exp.
Briefs vol. 60, no. 4, pp. 232-236, Apr. 2013.

F. J. Escribano, L. Lépez, and M. A. F. Sanjuan, “Chaos
coded modulations over rayleigh and riciat fading channels,”
IEEE Trans. Circuits Syst. I, Exp. Briefsrol. 55, no. 6, pp.
581-585, Jun. 2008.

F. J. Escribano, L. Lépez, and M. A. F. Sanjuan, “Analysis of chaos-
based coded modulations under intersymbol interferedc&€dmput.

vol. 5, no. 10, pp. 1459-1467, Oct. 2010.

(18]

[29]

for future developments in chaos-based communication Sys{20] D. R. Frey, “Chaotic digital encoding: An approach to secure commu-

tems, as we can progressively rely more and more on systematic

and less ad-hoc principles. These tools and the simulation re
sults have provided a valuable insight into the possibilities and
trade-offs inherent to PCCCM systems, and we arebdent
that they are ready to help abstbased communications to
abandon their niche place in tkeeld, and become useful alter-
natives in next generation agiwced communication systems.

ACKNOWLEDGMENT

The authors acknowleddgmancial support from the Spanish
Ministerio de Ciencia e Inn@acién, and from Spanish Minis-
terio de Economia y Competitividad.

REFERENCES

[1] S. Hayes, C. Grebogi, and E. Ott, “Communicating with chaB$ys.
Rev. Lett.vol. 70, no. 20, pp. 3031-3034, May 1993.

[2] M. P. Kennedy, R. Rovatti, and G. SettChaotic Electronics in
Telecommunications Boca Raton, FL, USA: CRC, 2000.

[3] W. M. Tam, F.C. M. Lau, and C. K. Ts®igital Communications With
Chaos Oxford, U.K.: Elsevier, 2007.

[4] K.-W.Wongand C.-H. Yuen, “Embedding compression in chaos-based

cryptography,”IEEE Trans. Circuits Syst. I, Exp. Briefgol. 55, no.

11, pp. 1193-1197, Nov. 2008.

K.-W. Wong, Q. Lin, and J. Chen, “Simultaneous arithmetic coding

and encryption using chaotic mapt£EE Trans. Circuits Syst. I, Exp.

Briefs vol. 57, no. 2, pp. 146-150, Feb. 2010.

[6] Y.Xia, C.K.Tse,and F. C. M. Lau, “Performance of differential chaos-

shift-keying digital communication systems over a multipath fading

channel with delay spreadiEEE Trans. Circuits Syst. Il, Exp. Briefs

vol. 51, no. 12, pp. 680-684, Dec. 2004.

L. Wang, C. Zhang, and G. Chen, “Performance of an SIMO

FM-DCSK communication system[EEE Trans. Circuits Syst. I,

Exp. Briefs vol. 55, no. 5, pp. 457-461, May 2008.

R. Vali, S. Berber, and S. K. Ngng, “Accurate perfanance analysis

of chaos-based code tracking in presence of multipath fadiEigc-

tron. Lett, vol. 48, no. 4, pp. 238-240, Feb. 2012.

[9] G. Kaddoum and F. Gagnon, “Performance analysis of STBC-CSK

communication system over slow fading channd@jynal Process.

vol. 93, no. 7, pp. 2055-2060, Jul. 2013.

G. Cimatti, R. Rovatti, and G. Setti, “Chaos-based spreading in

DS-UWB sensor networks increases available bit rateEE Trans.

Circuits Syst. |, Reg. Papersol. 54, no. 6, pp. 1327-1339, Jun. 2007.

[11] G. Mazzini, G. Setti, and R. Rovatti, “Chip pulse shaping in asyn-
chronous chaos-based DS-CDMAEEE Trans. Circuits Syst. |, Reg.
Papers vol. 54, no. 10, pp. 2299-2314, Oct. 2007.

[12] F. Arguello, D. Heras, and M. Boo, “GPU detectors for interference
cancellation in chaos-based CDMA communicatio&dgctron. Lett,
vol. 46, no. 10, pp. 727-729, May 2010.

[13] S. Kozic, T. Schimming, and M. Hasler, “Controlled one- and multi-
dimensional modulations using chaotic map&EE Trans. Circuits
Syst. |, Reg. Papersol. 53, pp. 2048-2059, Sep. 2006.

[14] F. J. Escribano, S. Kozic, L. Lopez, M. A. F. Sanjuan, and M. Hasler,
“Turbo-like structures for chaos coding and decodin@&EE Trans.
Commun,.vol. 57, no. 3, pp. 597-601, Mar. 2009.

[15] S. Kozic and M. Hasler, “Low-density codes based on chaotic systems
for simple encoding,|EEE Trans. Circuits Syst. |, Reg. Papevsl.

56, no. 2, pp. 405-415, Feb. 2009.

[16] F. J. Escribano, L. Lépez, and M. A. F. Sanjuéan, “Improving the per-
formance of chaos-based modulations via serial concatenati®BE
Trans. Circuits Syst. |, Reg. Papeml. 57, no. 2, pp. 448459, Feb.
2009.

(5]

(7]

(8]

(10]

121] C.

nication,”IEEE Trans. Circuits Syst. Il, Exp. Brigfeol. 40, no. 10, pp.

660-666, Oct. 1993.

Vladeanu, S. El Assad, J.-C. Carlach, and R. Quéré, “Improved frey
chaotic digital encoder for trellis-coded modulatiol5EE Trans. Cir-
cuits Syst. Il, Exp. Briefsol. 56, no. 6, pp. 509-513, Jun. 2009.

[22] Z.-H. Cai, M. Cao, and K. R. Siramanian, “Enhancement of ADSL
design through concatenated codingignal Processvol. 81, no. 10,
pp. 2187-2199, Oct. 2001.

[23] E.Kroukand S. SemenoModulation and Coding Techniques in Wire-
less Communications Chichester, U.K.: Wiley, 2011.

[24] C.B. Schlegel and L. C. Pérekrellis and Turbo Coding New York:
Wiley, 2004.

[25] E. Biglieri, J. Proakis, and S. Shamai, “Fading channels: Information-
theoretic and communications aspectgEEE Trans. Inf. Theoryvol.

44, pp. 2619-2692, Oct. 1998.

[26] D. Divsalar and F. Pollara, “Turbo codes for PCS applications,” in
Proc. Int. Conf. CommunSeattle, WA, USA, Jun. 1995, vol. 1, pp.
54-59.

[27] M. K. Simon and M.-S. AlouiniDigital Communications Over Fading
Channels Hoboken, NJ, USA: Wiley, 2005.

[28] A. Hof, “Distance spectrum calculation of symbol punctured trellis
coded modulation,” inlEEE 65th Veh. Technol. Conf. (VTC2007
Spring) Dublin, Ireland, pp. 1747-1751.

[29] P. Robertson and T. Wérz, “Bandwidthkefent turbo trellis-coded
modulation using punctured component coddEEE J. Sel. Areas
Commun.vol. 16, no. 2, pp. 206-218, Feb. 1998.

[30] G. Ungerboeck, “Channel coding with multilevel/phase signdsEE
Trans. Inf. Theoryvol. IT-28, no. 1, pp. 55-67, Jan. 1982.

[31] S.Benedetto and G. Montorsi, “Unveiling turbo codes: Some results on
parallel concatenated coding scheméEEE Trans. Inf. Theoryvol.

42, no. 2, pp. 409-429, Mar. 1996.

[32] S. ten Brink, “Convergence bewiar of iteratively decoded parallel
concatenated codesJEEE Trans. Commun.vol. 49, no. 10, pp.
1727-1737, Oct. 2001.

[33] A. Papoulis and S. U. PillaProbability, Random Variables and Sto-
chastic Processes Boston, MA, USA: McGraw-Hill, 2002.

[34] S.B.KoradaandR. L. Urbanke, “Exchange of limits: Why iterative de-
coding works,"[EEE Trans. Inf. Theoryol. 57, no. 4, pp. 2169-2187,
Apr. 2011.

[35] A. Wagemakers, F. J. Escribano, L. Lépez, and M. A. F. Sanjuan,
“Competitive decoders for turbo like chaos-based systenisT
Commun.vol. 6, no. 10, pp. 1278-1283, Jul. 2012.

[36] S. Benedetto, D. Divsalar, G. Montorsi, and F. Pollara, “A soft-input
soft-output APP module for iterative decoding of concatenated codes,”
IEEE Commun. Lettvol. 1, no. 1, pp. 22-24, Jan. 1997.

[37] W. J. Gross and P. G. Gulak, “Simpéd MAP algorithm suitable for
implementation of turbo decoder£lectron. Lett, vol. 34, no. 16, pp.
1577-1578, Aug. 1998.

[38] J.G. ProakisDigital Communications Boston, MA, USA: McGraw-
Hill, 2001.

[39] 3G TS.25.212 V3.3.0 (2000-06), Multiplexing and Channel Coding
(FDD), Technical Spebication Group Radio Access Network, 3rd
Generation Partnership Project.

[40] 3GPP2 C.S0002-D Version 1.0, Physical Layer Standard for cdma2000
Spread Spectrum Systems, Revision D, Third Generation Partnership
Project 2 (3GGP2).

[41] Air Interface for Fixed and Mobile Broadband Wireless Access Sys-
tems IEEE Std. 802.16-2005, Part 16, IEEE 802.16 Working Group.

[42] P. Robertson and T. Worz, “Turbo Trellis Coded Modulation (TTCM)
Employing Parity Bit Puncturing ahParallel Concatenation,” Wiley
Encyclopedia of TelecommunicationdNew York: Wiley, 2002, pp.
1-38.

[43] L. L. Hanzo, Y. Akhtman, L. Wang, and M. JianIMO-OFDM for
LTE, WIFI and WIMAX: Coherent Versus Non-Coherent and Cooper-
ative Turbo-Transceivers New York: Wiley, 2011.

[44] S. SesiaLTE—The UMTS Long Term Evolution: From Theory to Prac-
tice. Hoboken, NJ, USA: Wiley, 2011.

[45] H. Bischlet al,, “Adaptive coding and modulation for satellite broad-

band networks: From theory to practicdyit. J. Satellite Commun.

Netw, vol. 28, no. 2, pp. 59-111, 2010.



