
I. INTRODUCTION

T HE possibility of using chaotic signals to carry informa-
tion wasfirst introduced in the early 1990s [1]. At the be-

ginning, this became a hot topicin nonlinear science and en-
gineering because chaotic signals were considered to provide
good properties for a number of important applications. For
example, the uncorrelation and unpredictability properties of
chaotic sequences seemed to be appropriate for secure commu-
nications or multiple access systems, thus promoting a great deal
of research [2]. However, this interest decayed because many of
the systems proposed were not socompetitive as expected [3].

As a contrast with this situation, we have witnessed during the
past decade the publication of some proposals competitive to the
state-of-the-art standard systems. Some works, for example, as-
certain the possibilities of chaos in secure communications [4],
[5]. Chaos-based systems working at the waveform level have
already shown to be of potential use in multipath fading chan-
nels [6]–[9], while chaos-based systems working at the coding
level [10]–[12] behave well in multiuser channels. Other publi-
cations have stressed the fact that chaos-based coded modulated
(CCM) systems working at a joint waveform and coding level
can be specially efficient under additive white Gaussian noise
(AWGN) [13]–[17]. These CCM systems have as well proved
to be of potential interest in some classes of dispersive channels,
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communications. Some key achievements rely on the equiv-
alent trellis encoder view of a family of CCM systems [13],
[20], [21]. The related trellis coding and decoding steps give
the possibility to design parallel concatenated CCM (PCCCM)
systems exhibiting coding gains comparable to those achieved
with standard binary parallel concatenated systems [14]. This
has led very recently to the proposal of serially concatenated
systems with promising performances [16]. Using concate-
nated coding and iterative decoding opens the road to practical
applications, by taking advantage of one of the main strategies
preferred nowadays to improve pemission is progressively effec-
tuated through the dispersive component (transition from a Ri-
cian to a Rayleighflat fading channel [25]), PCCCM can pro-
vide better bit error rate (BER). It is worth noting that one of the
drawbacks of the CCM systems is the difficulty to manage spec-
tral efficiency, since they basically work at an individual rate of
1 symbol per input bit. We show here that puncturing can help
to introduce a higher spectral efficiency while still providing a
good balance between degradation and coding gain.

According to all this, in Section II, we briefly review the main
aspects of the chaos-based system setup. In Section III we pro-
vide analytic insight on the behavior of such systems, their po-
tential advantages and trade-offs, by characterizing errorfloor
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Fig. 9. Concatenated error loop structure example.

To derive an estimation for the bit error probability in the
error ßoor region, we have to take into account the dominant
error events when . It was demon-
strated in [18] that the error events in the uncorrelated fastßat
fading channel with CSI for any individual CCM are the same
as in the AWGN channel. The only change lies in the calculation
of the bound itself since the PEP of the sequencesand (cor-
responding to and , respectively) is different for both kind
of channels. Note that, in any case, the bound obtained under
uncorrelatedßat fast fading should converge to the bound in
AWGN when .

Moreover, [14] shows that, in the case of using parallel con-
catenated CCM with feedback, the dominant error events in
the errorßoor region for S-random interleavers consist in the
concatenation of 2 individualbinary weight 2 error loops for
each CCM block. The structure ofthe binary error loops is

, and has a minimal length depending on the
kind of CCM and on the quantization factor set. In general,

, where is a positive integer in de-
pending on the CCM structure. Said error loop concatenation
happens when the factor of the interleaver is high enough

to avoid the concatenation of just one error
loop per CCM, which would offer very poor distance proper-
ties.

Given all this, it has been found that, in the case of using
PCCCM in the uncorrelated fastßat fading channel, the same
properties hold, and so a bound can be developed taking into
account the concatenation of 2 individual binary weight 2 error
events and their correspondingPEP. Fig. 9 depicts this situa-
tion, so that 2 error loops in for CCM 1 are interleaved to 2
error loops in for CCM 2. Error loop lengths
account for the fact that they may not always have minimal
lengths. They could exhibit lengths being
a positive integer greater than 0. Nonetheless, their appearance
will be less likely as the cases with as

.
Therefore, a bound for the bit error probability can be written

as

(8)

where the average is calculated numerically for all pairs
related through the mentioned kind of error events, and
is the binary weight of the errors, i.e., 4 in this case. is
the number of loops of the kind described allowed by the permu-
tation structure of the interleaverchosen. It is self-evident that

are only evaluated for their differing values, i.e., for the 4
error loops of lengths . Note that as the CCM
blocks are nonlinear and they do not comply with the uniform

Fig. 10. Trellis of a Bernoulli shift map based CCM with . Solid: tran-
sition triggered by a 0. Dotted: transition triggered by a 1. Strong boldline: path
through the trellis followed by a typical error event. Weak boldline: punctured
out symbol and transition.

error property (UEP) [30], for the same error loop concatenation
all the calculations with every possible sequencehave to be

made. As a result, theÞnal value of the bound depends on the
previous value of (among possibilities) when the error
loop starts, and also on all the possibledifferent bit informa-
tion trajectories during the extent of the individual error loop.
For each individual error loop with length , this amounts to
performing calculations.

It is clear that a comprehensive bound may be quite unprac-
tical to calculate. We will resort here to approximating the bound
by the speciÞc error loop with the minimum associated product
distance, calculated as

(9)

This product distance is taken along the 4 possible loops of the
corresponding error events. We take the product distance as a
more signiÞcant quantity in the fading channel, as seen in (7),
where the PEP tends to be inversely proportional to as

. It will be shown that this is enough to charac-
terize the errorßoor region of a given PCCCM through:

(10)

Though the examination of the error loops and their role in
a corresponding bound have been originally developed for the
rate bits/symbol PCCCM, all this is valid for the punc-
tured PCCCM ( bits/symbol). The main change to be
taken into account is the need tocharacterize the new loops hap-
pening in the punctured CCM. Once this is made, all the rest is
straightforward. As could be expected, the error loops for the
punctured CCM run through the unpunctured trellis during
steps (see Fig. 10), but contribute with distances similar to the
ones corresponding to an unpunctured loop of length, i.e.,
roughly .

B. Pinch-Off Point Location Through Density Evolution

By performing iterative decoding, the convergence of the
BER of a concatenated coded system to the errorßoor falls
down abruptly around a given threshold. This value
marks the so-called waterfall or pinch-off region [31]. Its
location gives an approximate value for the minimum useful

. As a consequence, having a tool to calculate and char-
acterize the pinch-off point is a key fact. Finding the threshold
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Fig. 13. EXIT chartsvs. actual mutual information average trajectory for sev-
eral PCCCM cases and environments. In all the cases, we use phase mapping,
no puncturing, the quantization factor is , and the interleaver chosen
for the mutual information evolution simulations is an S-random interleaver
with ans . (a) ImTM, AWGN, 0.1 dB, (b) ImTM, fad.,

dB, (c) mTM, AWGN, 0.1 dB, (d) mTM, fad.,
dB.

TABLE I
PINCH-OFF THRESHOLD (DB) IN THE AWGN CHANNEL,

UNPUNCTUREDPCCCM WITH PHASE MAPPING, AND QUANTIZATION FACTOR

TABLE II
PINCH-OFF THRESHOLD(DB) IN THE FLAT FADING CHANNEL WITH

, UNPUNCTUREDPCCCM WITH PHASE MAPPING, AND QUANTIZATION
FACTOR

comparing these values to the ones provided by BER simula-
tions (see Table IV), although the Gaussian hypothesis for the
LLRs is not so well met now, we see that the differ-
ences are still limited to 0.1 dB. The exceptions to this are again
cases where the mTM CCM is present. Note that, for growing

, we get closer and closer to a pure AWGN channel, and there-
fore, for the Ricianßat fading channel with , the
EXIT charts are expected to be as useful and as accurate as their
AWGN only, or AWGN plus ßat fading counterparts.

All of this makes it evident that the EXIT charts are still a
good tool to get thresholds and get valuable information
for this whole kind of chaos-based systems. In the following, we
are going to provide and analyze simulation results that validate
our approach.

TABLE III
PINCH-OFF THRESHOLD(DB) AS IN TABLE I, CALCULATED THROUGH

BER SIMULATIONS WITH BLOCK SIZE

TABLE IV
PINCH-OFF THRESHOLD(DB) AS IN TABLE II, CALCULATED THROUGH

BER SIMULATIONS WITH BLOCK SIZE

Fig. 14. BER simulations corresponding to the cases depicted in Fig. 13. (a)
ImTM, AWGN. (b) ImTM, fading, . (c) mTM, AWGN. (d) mTM, fading,

.

C. Accuracy of Density Evolution Analysis

In Tables I and II, we provide a set of values for the
approximated location of the pinch-off point for different sce-
narios and different CCM combinations. To test the accuracy of
the data, we have performed simulations with the systems ex-
empliÞed before, setting pairs of CCMs joined by a
S-random interleaver with . The BER results in Fig. 14
correspond to the cases whose EXIT charts are shown in Fig. 13.
By analyzing these BER results, we have collected the
values where the waterfall region starts, which constitute the
practical pinch-off thresholds.

In Table III we can see the experimental values for the combi-
nations of Table I. As stated, note how the absolute differences
are within 0.1 dB in most cases. The small discrepancies are
mainly due to theÞnite size interleaver, which cannot prevent
the building up of the data correlation as iterations proceed. This
is the reason for the progressive diminishing of the mutual infor-
mation growth towards 1 as shown in the average mutual infor-
mation trajectory in Fig. 13. The bigger differences involve the
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sparser distance spectra, provide a natural way to take advantage
of the principle of reducing error multiplicities rather than just
focusing on providing higher minimum distance values.

We have as well extended the EXIT chart and bounding tools
already used successfully in previous parallel concatenated
chaos-based systems to the newcontexts introduced here and
we have illustrated their usefulness. This casts a solid ground
for future developments in chaos-based communication sys-
tems, as we can progressively rely more and more on systematic
and less ad-hoc principles. These tools and the simulation re-
sults have provided a valuable insight into the possibilities and
trade-offs inherent to PCCCM systems, and we are conÞdent
that they are ready to help chaos-based communications to
abandon their niche place in theÞeld, and become useful alter-
natives in next generation advanced communication systems.
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